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Abstract—Automated multiple-choice question (MCQ) 

generation is a rapidly growing field in natural language 

processing (NLP) that aims to assist educators and trainers in 

creating high-quality, efficient, and effective assessment 

materials. This is achieved by analyzing large amounts of textual 

data, such as educational content, and identifying key concepts 

and relationships between them. The process of generating 

MCQs automatically can be broken down into several steps, 

including text summarization, keyword extraction, distractor 

generation, and sentence mapping. A new approach is proposed 

for Text summarization is based on NLP models like XLNet and 

YAKE is used for keyword extraction. Distractor generation is 

done using lexical databases such as ConceptNet and WordNet. 

Sentence mapping is used to identify the main concepts and 

relationships within a text, which can then be used to formulate 

questions and options for the multiple-choice questions. The 

output is a set of MCQs that are semantically related to the input 

text and can be used for educational and training purposes. 

Keywords—Semantically related, text Summarization, 

XLNET, BERT, Sentence Mapping, Distractors, Keywords, 

ConceptNet, WordNet 

I. INTRODUCTION  

Multiple Choice Questions (MCQs) are a type of 
assessment in which a question or statement is presented along 
with several options, and the student or test-taker is required 
to select the correct answer from the options provided. MCQs 
are widely used in education, professional certification, and 
standardized testing as they are a quick and efficient way to 
assess a student's knowledge or understanding of a particular 
subject. MCQs typically consist of a stem, which is the 
question or statement, and several options, of which only one 
is the correct answer. The options can be in the form of single 
words, phrases, or complete sentences. MCQs can be used to 
test a variety of subjects, including science, mathematics, 
history, literature, and more. MCQs are popular in education 
and training because they are relatively easy to grade and can 
be used to quickly assess a student's understanding of a 
subject. They are also efficient in terms of time and resources, 
as they can be administered and graded quickly. However, 
MCQs also have some limitations. They can be criticized for 
not testing higher-order thinking skills, such as analysis and 
evaluation, and for being too easy to cheat on. Also, MCQs 
can be limited in their ability to test complex or nuanced 
knowledge, as they often only have one correct answer, and 
the options are usually designed to distract the test-taker. This 

is where the field of Automatic MCQ generation comes in, as 
it aims to overcome these limitations by generating high-
quality, semantically-related, and diverse options to the given 
question, based on the input text. The input must consist of 
huge amount of raw text which must be about a page. 

II. LITERATURE OVERVIEW 

Pritam Kumar Mehta, Prachi Jain, Chetan Makwana, Dr. C 

M Raut have proposed an architecture “Automated MCQ 

Generator using Natural Language Processing” [1]. In this 

research, a model that employs BERT (Bidirectional Encoder 

Representations from Transformers) as a summarizer is 

constructed. Each phase of the MCQ creation process and the 

architecture were thoroughly discussed. There was a detailed 

explanation of the keyword extraction and distractor 
generating processes. The mathematical model for deep 

learning was explained thoroughly. 

Santhanavijayan et al. have proposed a system of “Automatic 

generation of multiple-choice questions for e-assessment” 

[2]. They've created MCQs for their proposed system using 

an ontology-based method and firefly-based preference 

learning. In order to make it possible to compose questions, 

they employed a web corpus. Hypernyms and hyponyms, two 

similarity measures, are used to generate the distractors. To 

assess the pupils' language skills, the system also generates 

analogy questions. 

Ricardo Campos, Vítor Mangaravite, Arian Pasquali, Alípio 
Mário Jorge, Célia Nunes and Adam Jatowt proposed a 

methodology “YAKE! Collection-Independent Automatic 

Keyword Extractor” [3]. The research deconstructs the 

mathematical concepts and architectural frameworks 

employed in keyword generation. The five characteristics 

that define a word have been discussed. This document also 

provides an explanation of YAKE's operation. The above 

reference has helped understand the logic behind the keyword 

generation and the unique way of generation of keywords. 

 Zhilin Yang, Zihang Dai, Yiming Yanz, Jaime Carbonell, 

Ruslan Salakhutdinov, Quoc V Le explained in their research 
“XLNet: Generalized Autoregressive Pretraining for 

Language Understanding” [4]. By maximizing the expected 

likelihood across all permutations of the factorization order, 

the generalized autoregressive pretraining approach XLNet 
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(1) permits learning bidirectional contexts and (2) 

circumvents the restrictions of BERT. Additionally, 

Transformer-XL, a cutting-edge autoregressive model, is 

incorporated into pretraining by XLNet. Empirically, on 20 

tasks, including question answering, natural language 
inference, sentiment analysis, and document rating, XLNet 

outperforms BERT, frequently by a significant margin, in 

similar experiment settings. 

Ayako Hoshino and Hiroshi Nakagawa “A real-time 

multiple-choice question generation for language testing: A 

preliminary study” [5] is built on machine learning to 

automatically generate questions. They use machine learning 

algorithms like Naive Bayes and KNearest Neighbors to 

extract vocabulary and grammatical problems in English 

from internet news articles. They created a program that can 

convert user input from an HTML file into a quiz session. 

III. EXISTING METHOD 

As far as existing methods are concerned, we have a 

traditional method for question generation involving the 

manual scraping of textbooks and the manual creation of 

distractors based on keywords. However, these methods have 

become increasingly cumbersome and inefficient in the 

digital age. In order to address this issue, there is a growing 

need for automation in this process. 

BERT (Bidirectional Encoder Representations from 

Transformers), a transformer model that tackles the 

shortcomings of conventional neural networks in handling 

long-term interdependence, is one method for automation. 
BERT is a model that has already been trained and may be 

customized for particular summarizing jobs in NLP. RAKE 

(Rapid Automatic Keyword Extraction), a Python module, is 

used to extract keywords, and the WordNet technique is used 

to generate distractor terms. 

In our proposed system, we aim to improve upon the current 

automated methods by utilizing alternative libraries to 

achieve better results. 

IV. PROPOSED METHOD 

This method has been built upon the existing architecture. 

The first step involves summarization of the data that will be 

given as an input by the user. Keywords are extracted from 

the summarized text and are simultaneously mapped to the 

sentences they have been extracted from. Distractors are 

generated based on the keywords.  

The system that automatically creates questions is discussed 

in this paper. With the aid of NLP, questions are 

automatically generated using the Automatic MCQ 
Generator. The system receives any domain's text as input, 

which is then condensed using the XLNet technique. Since 

BERT predicts a missing word based on its context, XLNet 

predicts all the words in a phrase given their order. This is 

because BERT is a context-based language model. It has been 

demonstrated that XLNet performs at the cutting edge on a 

variety of natural language understanding tasks, including 

question answering and text classification. Using XLNet as a 

text summarizer in the context of automatic MCQ synthesis 

can be advantageous since it can extract the most crucial 

information from a given text, which can be utilized to create 

questions and alternatives for the MCQs. 

Now the keywords are selected from the generated 

summarized text using YAKE (Yet Another Keyword 

Extractor) which is an unsupervised, automatic key-phrase 
extraction algorithm that is specifically designed to work with 

short, noisy text. It is based on a combination of feature-based 

and graph-based methods, and it does not require any training 

data or labeled examples.     

This keyword is the correct answer of the MCQ, the next 

Phase is to generate Distractors. This is done by using 

ConceptNet and WordNet. These are linguistic Databases 

that help us in generating meaningful distractors for each 

MCQ. They contain information about the relationships 

between words, such as synonymy, antonymy, and 

hierarchies, which can be used to generate semantically-

related distractors for MCQs. Using both ConceptNet and 
WordNet for generating distractors for multiple choice 

questions (MCQs) allows for a more comprehensive and 

diverse set of options. 

V. METHODOLOGY 

A. Input and Summarization 

The initial step entails the loading of the data/input, which is 

utilized for the generation of MCQs by the user. The data may 

contain sentences that are trivial in nature, and therefore, 

incapable of being used for the generation of MCQs.  

In order to address this, summarization is used to extract 

pertinent material from the data, which is then used to 

generate questions. For this, an upgraded variant of BERT 

called XLNet is used. XLNet is a generalized autoregressive 

model that uses "permutation language modelling" to 

incorporate bi-directional context. It overcomes the 

drawbacks of BERT while combining the benefits of auto-

regressive models and bi-directional context modelling. In 20 

tasks, including question answering, natural language 

inference, sentiment analysis, and document ranking, XLNet 

has outperformed BERT, frequently by a large margin. The 

model is used to extract crucial information from the given 

text. 

B. XLNet vs BERT 

Instead of being a completely different model, XLNet is 

similar to BERT. Yet it has a lot of potential and is quite 

promising. Generalized autoregressive pretraining is what 

XLNet is, to put it simply. 

An example of an AR language model is one that predicts the 

following word based on the word's context. Yet, the context 

word in this instance is limited to only two directions: 

forward or backward. 

Because it is challenging to train a fully auto-regressive 

model over a range of factorization orders, only a portion of 

the output tokens are used as targets in the pre-training of the 

XLNet network using the target mapping input. 

Although XLNet employs a training method that builds on 

the standard autoregressive model, it is not one. It then allows 

the model to predict the token n+1 by using the last n tokens 
after permuting the tokens in the phrase. The sentence is fed 
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into the model in the correct order because everything is done 

with masks, however XLNet employs a mask that hides the 

preceding tokens in a specific permutation of 1,..., sequence 

length rather than masking the first n tokens for n+1. 

XLNet in terms of parameters can be divided into two future 

subgroups: 

 XLNet English model is a twelve-layer model that 

has 768 hidden,12 heads,110m parameters. 

 XLNet Large English model is a twenty-four-layer 

model that takes 1024 hidden,16 heads,340m 

parameters. 

The maximum length of a token in BERT is 512. This cap 

was set in order to prevent output of poor quality. 

Transformers are autoregressive, and BERT's developers 

found that using documents longer than 512 tokens resulted 

in a considerable drop in performance. So, this cap was set to 

prevent the production of subpar work. 

Contrary to BERT, which has a 512-token input limit, 

XLNET is one of the few models that has no sequence length 

limit, which is a significant benefit over BERT. 

A simple example can be used to compare XLNet and BERT. 

For instance, consider the sentence 'San Jose is in Cali,' where 

the task is to predict the word 'San Jose.' The current 

permutation can be assumed as- 

 

[is1, in2, Cali3, San4, Jose5] 

 

Tokens 4 and 5 are expected to be unrelated by ERT. As an 
auto-regressive model, XLNet on the other hand, predicts 

token 4 first, followed by token 5, in that order. 

XLNet would compute- 

logP(San| is in Cali) + logP(Jose|San, is in Cali) 

BERT would compute- 

logP(San| is in Cali) + logP(Jose| is in Cali) 

C. Keyword Extraction 

The next phase is utilizing YAKE (Yet Another Keyword 

Extractor), a simple unsupervised automatic keyword 

extraction technique based on text statistical data, to extract 

keywords from the condensed text. The answers to the 

queries created by these keywords. YAKE is independent of 

the text size, language, or domain and does not rely on any 

external corpus, dictionaries, or prior training on a particular 

set of documents. 

Furthermore, because YAKE does not need training on a 

particular set of documents, it has been demonstrated to 
perform better than RAKE in terms of performance. YAKE 

employed 5 statistical techniques: 

 

1. Preprocessing and Candidate Term Identification 

2. Feature Extraction 

3. Computing Term Score 

4. Generating n-gram and computing keyword scores 

5. Data Duplication and ranking 

D. Distractor Generation 

The erroneous answers to a multiple-choice question are 

referred to be distractions. We used both WordNet and 

ConceptNet to create these distractions. A massive lexical 

database called WordNet connects words into semantic 

relationships, such as synonyms, hyponyms, and meronyms. 

ConceptNet, on the other hand, is a freely accessible semantic 

network made to help computers understand the meanings of 

words spoken by people. 

 
Fig. 1. ConceptNet breakdown [23] 

VI. RESULTS ON DISCUSSION 

When given a vast amount of text to work with, the proposed 
model's goal is to create a special model that, when used with 

the provided project, generates multiple-choice questions. 

The following steps were used to implement the suggested 

model. 

 Originally, a blank Jupyter notebook file was made, 

and all necessary dependencies, libraries, and 

modules were installed. Python was used to create 

this model. 

 An XLNet model was built using the summarizer 

method from the Bert summarizer package and gave 

the huge text file as an input argument. We received 

a paragraph of the text that had been condensed after 

the XLNet model had finished its summary. The 

entire data set is condensed into a brief paragraph 

that contains crucial words and phrases. 

 Using YAKE, we extract keywords from the input 

text and the summarized text in this stage. We link 

the statement to the keywords. The results are kept 

in a dictionary. Keyword extraction and sentence 

mapping is one of the key phases which help in the 

determining the quality of the questions generated. 
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 The user who creates generated MCQ’s from this 

model has the option to choose some other 

distractors as well. The remaining words that can be 

used as distractors are mentioned in the array below 

each question. 

 The next step here is to generate distractors which 

are the other keywords which must be given out as 

options to the multiple-choice questions generated. 

A completely new approach is used where both 

WordNet and ConceptNet both are used together for 

better results. A combination of two models is used 

here to increase the quality of the distractors making 

it a tough job for user to guess the answer. 

 All the above-mentioned steps are simultaneously 

mapped and the end step is where the multiple-

choice questions are generated and displayed to the 

user. 

 
The MCQ generator was built and the results obtained were 

compared to the ones with the existing method. We have 

compared both the models by using the same raw text. The 

questions that are generated by the new model by using 

XLNet is way advanced than BERT model. The quality of the 

questions has been increased. The nature of questions has 

changed as the mathematical model behind each NLP model 

is different. 

 The quality of the distractors generated has improved 

significantly. There exists a huge correlation between the 

actual answer and the generated distractors. 

The reason to choose XLNet is that XLNet has proven to have 
better results than BERT. The two-way context modeling and 

usage of semantically related words has led to better results 

and better results and better output. 

The mode has improved significantly in each of the step used. 

By using YAKE the keyword extraction has enhanced. The 

usage of YAKE has been proved to be better as the keywords 

extracted are closer and have similar meanings. YAKE has a 

prebuilt library of over fifty million existing words which 

helps in better mapping. The below illustrated figure shows 

the comparison of all the other keyword extractors. 

 

 
Fig. 2. XLNet vs BERT results [22] 

VII. CONCLUSION 

Multiple choice questions have gained immense popularity 

during the pandemic. All the educational institutions have 

moved from primitive mode of examination to an online 

mode. To reduce the burden of the educators a new method 

is developed which generates more sensible and intelligent 

questions which tests the skill of the test taker. The use of 

XLNet to summarize and generate MCQs has resulted in 

better quality of questions. However, the options that are 

generated by ConceptNet and WordNet can be improved. The 

distractors are generated from a pool of words available from 

the ConceptNet and WordNet library.  
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