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Abstract -- The world is very much advanced with the 

abundant growth of technology and the way we 

communicate is rapidly changing with it. Lot of 

information is being generated day by day. It is important 

to extract the useful information from it. Text 

Summarization is one of the solutions to it. Different 

statistical methods like TFIDF, TF are used for 

extracting the summary. These statistical methods focus 

mainly on most frequently occurred words and less on 

importance of sentences. There are many limitations of 

TFIDF method like it is based on bag of words model, so 

it does not capture position in text, semantics, co-

occurrences in different documents. The other limitation 

is it assigns low values to words that are relatively 

important. So, we proposed a system that uses a graph-

based approach which extracts the significant sentences 

from the given text. The proposed system provides 

Extractive Summary, Abstractive Summary and 

Keywords for single document. The keywords extracted 

from the summary helps in understanding the main idea 

of the document. The project that we proposed helps 

users in providing summary with important points and 

saves user time. 

Keywords -- Text Summarization, Single Document 

Summarization, Multi Document Summarization, 

Keywords Extraction, TFIDF, Text Rank. 

I. INTRODUCTION 

In the present generation a lot of data is generating 

through the internet. It is important to provide the best 

method for generating significant information fast and 

effectively. One of the best methods is Text 

Summarization. It helps us in reducing the time required 

for reading whole document and, we can reduce the space 

required to store large amount of data. Text 

Summarization can be classified into different types [1] as 

shown in “Fig.1”. Based on input document it can be 

divided into two types: single document summarization 

[5] and multi document summarization [13]. Based on 

language it is classified into Monolingual, Multilingual 

[14] and Cross language. Based on types of approaches it 

can be classified into Extractive Summarization [15] and 

Abstractive Summarization [16]. An Extractive text 

summarization is generated by selecting the important 

lines from the given text. Extractive Summarization can 

be done using two phases: pre-processing and post-

processing. 

An Abstractive Text Summarization will try to understand 

the input file and regenerate the summary by identifying 

key points in the text. Keywords Extraction [9] from the 

summary helps in understanding the main idea of 

document. 

Fig 1: Text Summarization Techniques 

This proposed paper explains Extractive summarization, 

Abstractive summarization, Keywords Extraction on 

single document. We are using graph-based method for 

extracting summary. We are also comparing the 

performances of TFIDF method and graph-based method 

[17]. Term Frequency Inverse Document Frequency [5] 

works by considering the frequency of each term in a 

sentence. Our system used graph-based method which 

represents the connections between the objects. In text 

documents we can refer vertex to sentences and edges to 

weights between two sentences. Our system is proved in 

providing accurate and efficient summary. 

II. LITERATURE SURVEY 

The authors of paper [1] has explained different types of 

text summarization techniques and different methods of 

extractive summarization and abstractive summarization.  

The authors of paper [11] used sentence ranking method 

for extractive summarization. The weights are assigned to 

each sentence and ranked based on their weights. 

The authors of paper [15] used the k-means clustering and 

TFIDF method for extracting summary and compared 
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both the methods. For calculating K value in K-means 

clustering the Elbow method and Silhouette method can 

be used. 

The authors of paper [5] has proposed TFIDF for Single 

Document Summarization. He compared his proposed 

system with three other different online summarizers. Here 

the document has taken and manually the summary is 

generated by a group of people. The comparison has taken 

based on-line numbers of sentences that are generated by 

human and proposed system. The evaluation is based on 

three parameters: Precision, Recall, and F-measure. The 

accuracy obtained is 67%. 

The authors of paper [2] used Natural Language Tool Kit 

(NLTK) and Spacy module for generating summary. A 

webpage is developed so that user can provide the input 

text and the summary is provided as output. 

III. METHODOLOGY 

In our paper we designed a user-friendly Graphical User 

Interface (GUI) which allows the user to access the 

following modules. 

A. Extractive Summarization 

In this, the summary is generated by including the most 

important parts of the sentences in the given user input text 

[15]. The proposed system uses sentence vectorization, 

graph-based method called Text Rank algorithm, and 

cosine similarity to check the document similarity. 

Fig 2: Flow-Chart of Extractive based Summarization. 

B. Keywords Extraction 

On selecting this tab, the keywords are displayed to user 

by going through the whole set of data and obtain the 

words and phrases that best describe each context. 

C. Abstractive Summarization 

It generates summary that involves the words which are 

generally not present in the actual text [16]. It is the 

technique of generating a summary of a given text from its 

hidden meaning, but not by framing a new sentence by 

extracting the main keywords from the text. 

 

Fig 3: Flow-Chart of Abstractive based Summarization. 

IV. IMPLEMENTATION 

A. Extractive Summarization 

The steps in this summarization are: 

1. Pre-processing: 

 

• Tokenization: It is the process of breaking down the 

sentences into words called units to maintain the 

similarity. 

• Lower Case Conversion: The process of changing the 

case of all tokens to avoid redundancy and ambiguity. 

• Stop words removal: The words which are 

responsible for noise are removed in this step. 

• Lemmatization: The base form of the word is 

extracted here are called as lemma. 

• Parse tree generation: For extracting all parts of 

speech from the sentences we can use NLTK 

RegexpParser. 

• POS Tagging: Parts of Speech tagging should be 

done in order to avoid the confusion between two 

same words that have different meanings. 

 

2. Text Rank algorithm: 

It is one of the graph-based approach that is used to find 

most important sentences and keywords from the given 

text [19]. Firstly, it concatenates all the text that is present 

in the articles. The text is then split to get individual 

sentences. Every sentence is represented by a vector. Then 

the cosine similarity is used to check the similarities 

between sentence vectors and the values are stored in a 

matrix. 

The similarity matrix is then converted into a graph. Here 

the vertices represent sentences and edges represents 

similarity scores. 

 

Fig 4: Flow-Chart of Text Rank Algorithm. 

3. Post-Processing:  

In post processing step the summary is produced by 

selecting k highly ranked sentences. 

B. Keywords Extraction 

In this, our system displays the keywords by considering 

the words that are mostly used in framing a sentence which 

are to be included in the generating summary.  

Similarity(C,D)=||C|| ||D|| cos(theta)=C.D 
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C. Abstractive Summarization 

The abstractive based summary is obtained by undergoing 

the following steps. 

Firstly, we perform text pre-processing and tokenization. 

Next the encoder encodes the given input text and passes it 

to the decoder which produces the summary of text by 

selecting the representation from the final states.  

 

V. RESULTS 

We evaluated our proposed system using the Kaggle 

dataset consisting of 2,225 BBC articles which belong to 

entertainment, business, politics, sports, and technology. 

From the dataset we took 10 news articles of entertainment 

as input. For every input document our proposed system 

generated summary which was about 50% of the original 

document. We compared our proposed system generated 

summaries with the MS-Word generated summaries and 

with TF-IDF method generated summaries. According to 

[18], the evaluation process of text summarization is 

performed by using three parameters which are precision, 

recall, and f-measure. 

 The evaluation metrics for all the three systems were 

calculated with respect to the human self-obtained 

summaries. We have asked few people to generate their 

respective summaries for the given input articles that were 

used for comparison of all the three systems. 

 

Table 1: Sentences included in the summary generated by MS-Word Summarizer, Proposed System Summarizer, Human from its corresponding input 
document. 

 

 

 

 

Table 2: MS-Word, TF-IDF and proposed system’s summarizer evaluation measures. 

 

  

Document Total MS-Word TF-IDF Proposed system Human 

1 13 1,2,3,4,5,6,7 1,2,3,5,6,7,8 1,2,3,4,7,8 1,2,3,4,9,11 

2 12 1,2,3,4,6,8,12 1,2,6,9,10 1,2,3,4,8 1,2,3,4,8,11 

3 12 1,2,4,5,6,7,11 1,2,3,4,7,11,12 1,2,3,4,7,11,12 1,2,5,8,11,12 

4 14 1,2,3,4,5,6,8,14 1,4,5,6,11,13 1,4,5,6,11,13 1,4,5,6,7,8,10,11,12,14 

5 12 1,5,6,8,9,11,12 1,4,5,6,7,11 1,2,6,7,9,11,12 1,2,6,7,8,9,10 

6 10 1,2,5,6,7,9 1,4,5,8,9,10 1,2,6,9,10 1,2,6,9 

7 13 1,2,5,8,10,12 1,6,9,11,12,13 1,2,5,7,11,12,10 1,2,5,7,8,11,13 

8 11 1,2,3,4,5,6 1,5,6,8,9,10,11 1,2,4,6,9,10,11 1,2,4,6,7,9 

9 11 1,2,3,4,6,11 4,5,6,9 4,5,6,9 2,3,4,5,6,7,10 

10 11 1,2,3,5,7,8 1,4,5,6,9,10 2,3,5,6,7 2,3,5,6,7,9 

Document MS-Word Evaluation TF-IDF Evaluation Proposed Evaluation 

 Precision Recall F-Measure Precision Recall F-Measure Precision Recall F-

Measur

e 

1 0.571 0.667 0.615 0.8 0.667 0.727 0.667 0.667 0.667 

2 0.714 0.833 0.769 0.571 0.667 0.615 1.000 0.833 0.908 

3 0.571 0.667 0.615 0.571 0.667 0.615 0.714 0.833 0.769 

4 0.750 0.600 0.833 0.833 0.500 0.624 1.000 0.714 0.823 

5 0.571 0.571 0.714 0.714 0.714 0.714 1.000 0.857 0.923 

6 0.667 1.000 0.333 0.333 0.500 0.4 0.250 0.250 0.250 

7 0.667 0.571 0.714 0.714 0.714 0.714 0.857 0.857 0.857 

8 0.667 0.667 0.667 0.714 0.833 0.768 0.800 0.667 0.727 

9 0.667 0.571 0.615 0.750 0.42 0.538 1.000 0.857 0.922 

10 0.667 0.667 0.667 0.500 0.500 0.500 0.833 0.833 0.833 

Average(%) 65 68 66 67 61 62 81 73 77 
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Table [1] displays the number value of sentence which is 

included in the summary. Table [2] displays the precision, 

recall and f-measure of our proposed system along with 

MS-Word and TF-IDF. The objective of our proposed 

system is to provide the complete usability of our 

graphical user interface to the user. From the graphical 

user interface, the user is free to choose the type of 

summarizer to obtain the summary of given input text. The 

user can also extract the important keywords of the given 

text.  

The below figures are the screen shots of our system 

generated summarized text and key words extracted for the 

given original text.  

 

Fig 5: Extractive summary generated for the original text. 

 

Fig 6: Keywords generated for original text. 

 

                

Fig 7: Abstractive summary generated for original text. 

VI. CONCLUSION AND FUTURE 

DEVELOPMENT 

Hence from the above results it is observed that the 

precision, recall and f-measure values of the proposed 

system generated summaries are higher than the MS-Word 

generated summaries and TFIDF. The average F-Measure 

of our proposed system is 77% which is greater than 66% 

of MS-Word and 62% of TF-IDF system. Our system 

works well as it does not depend on single vertex but 

works recursively on obtaining the information from entire 

graph. Our system is proved in providing the accurate 

summary which is efficient and time saving. In the future 

we will expand our system to generate summaries for 

multiple documents and also to improve the performance 

of abstractive based summarizer along with using different 

evaluation measures for its comparison with other systems. 
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