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Abstract
Handwritten character recognition is the most widely used branch of study in image pattern recognition. Tamil, the official 
language of Tamil Nadu in South India, Sri Lanka, Singapore and Malaysia, has a script which contains many loops and 
compound characters, with small differences between character classes. Most of the research on offline Tamil handwritten 
character recognition system was done only on few character classes as it is very difficult to distinguish between minute 
dissimilarities of large character classes. It is important to design a complete recognition system that can process all char-
acter classes of Tamil and distinguish natural variability between inter-class images. Unlike conventional machine learning 
approaches for pattern recognition problems, we have proposed a nearest interest point classifier, which can choose sufficient 
and necessary subset of features from a variable length high dimensional feature vector. Since this is a practical problem, 
in this work, a study on image to image matching is included through feature analysis without using machine learning 
approaches. The proposed algorithm gave a good recognition accuracy for all the character classes on the standard database 
available for Tamil, HP Labs offline Tamil handwritten character database. Our proposed classifier produced a recognition 
accuracy of 90.2% while including the whole dataset. The method has been compared with the standard classifiers and has 
been proved to be a state-of-the-art performance in recognition of accuracy over the previous results given in the literature.

Keywords  Handwritten character recognition · Pattern recognition · Classification · Variable length · High dimensional 
data · Speeded up robust features

1  Introduction

India is a multilingual country where people in different 
states speak different languages. Research says our coun-
try is multiscript, with 18 languages and 12 different major 
scripts [1]. Indians use their own native language as a media 
of communication. Keyboard is the interface between human 
and machine for communication. To make this more effec-
tive and easy, handwritten character recognition (HCR) sys-
tems are given high importance, which accepts handwritten 

documents as input and converts it into machine readable 
form. The popular applications of handwritten character 
recognition system include (1) reading aid for the blind, (2) 
automatic text entry into the computer for desktop publica-
tion, library cataloging, ledgering, etc. (3) automatic reading 
for sorting of postal mail, bank checks and other documents 
and (4) language processing [2]. Basically, handwritten char-
acter recognition system is classified into two, based on the 
form in which the information is fed to the system: online 
and offline. In offline systems, the information is written on 
a paper and digitized by a scanner and presented to the com-
puter as an image. In contrast, in online systems, the user 
uses a stylus to write the input through a digitizing tablet 
which captures temporal information such as (x, y) coor-
dinates at evenly spaced time intervals [3, 4]. Offline sys-
tems are more complex than online systems. HCR systems 
are widely available for foreign languages English, Roman, 
Japanese, Chinese, Korean and Arabic scripts [5–8]. But, 
very little steps are taken to develop a system for Indian 
languages, especially for South Indian Languages. Our work 
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presents an offline HCR system for the oldest South Indian 
script, ‘Tamil.’

1.1 � Tamil

Tamil is a popular South Indian script with millions of 
speakers within India and abroad, and is the administrative 
language of Tamil Nadu, a Southern state in India. The peo-
ple in urban area are familiar with English and information 
technology for communication. But, the rural people depend 
on the native language for reading and writing. Therefore, 
providing interaction with computer in their native language 
and in a natural way such as handwriting is absolutely neces-
sary [9]. Tamil is a member of Dravidian language family, 
and its script is said to be developed from ‘Brahmi script.’ 
It is written in a left-to-right fashion. Although it has been 
influenced by Sanskrit to a certain degree, Tamil along with 
other South Indian languages are genetically unrelated to the 
descendants of Sanskrit such as Hindi, Bengali and Guja-
rati. Most Tamil letters have circular shapes; partially due 
to the fact that they were originally carved with needles on 
palm leaves, a technology that favoured rounded shapes [10]. 
Tamil is the first language to be conferred upon as a classical 
language by the government of India in 2004, followed by 
Sanskrit [11, 12]. The Tamil script contains twelve vowels, 
eighteen consonants and one aytham. The vowels in combi-
nation with consonants form 216 composite consonants and 
in total of 247 different characters. The script also includes 
five granthas originated from Sanskrit. Since the consonant 
is represented as separate character while forming a compos-
ite consonant, it can be broken into separate symbols. Thus, 
the total number of characters to be recognized is counted 
as 156.

1.2 � hpl‑tamil‑iso‑char database

The non-availability of benchmark database is the major 
obstacle in HCR of Tamil. Recently, HP Labs India has 
established a database called ‘hpl-tamil-iso-char’ [13], with 
156 different character classes which can be freely down-
loaded from the website.1 Figure 1 gives 156 characters of 
the Tamil dataset used in recognition process. The database 
contains approximately 500 samples in character classes. 
The samples were collected from native Tamil writers 
including adults, university graduates and school children 
from different cities of India.

1.3 � Related work

An efficient HCR system is not available for South Indian 
scripts, specifically for Tamil scripts [14, 15]. Few researches 
already exist in online character recognition system for Tamil 
script with better recognition accuracies because of the tem-
poral information such as (x, y) coordinates, captured on the 
digitizing tablet. Connell and Jain [16] proposed template-based 
method where templates can be viewed as representing differ-
ent styles of writing a particular character. These templates are 
then used as a reference for efficient classification using deci-
sion trees, and 86.9% accuracy was achieved for 36 character 
classes. Kunwar and Ramakrishnan [17] used fractal codes as 
features and DTW for distortion evaluation during classification 
and encoding processes and scored 90% accuracy for 20 train-
ing samples and 50 testing samples from HP Labs database. 
Sundaresan and Keerthi [18] proposed an algorithm based on 
sequence of cosine of angle along with wavelet features and 
used neural network for classification. The recognition accuracy 
is 96.54% for 12 character classes with 50 samples for training 
and 200 samples for testing. This method also produced 94.30% 
for 135 character classes with 40 samples per class for training 
and 20 samples for testing. We can observe that the recognition 
accuracy decreases when the number of classes under consider-
ation increases. Aparna et al. [19] defined a structure- or shape-
based representation of a stroke where a stroke is represented as 
a string of shape features. Using this string representation, an 
unknown stroke is identified by comparing it with a database of 
strokes using a flexible string matching procedure.

Coming to offline HCR, few works can be noted with 
good recognition accuracy when less number of classes 
used for training and testing. In an approach of topological 
matching [20], correlation coefficients were used as feature 
vectors from a manually collected database of 36 classes to 
produce a recognition accuracy of 60%. Fuzzy concept was 
used over the distance from the frame along with a suit-
able membership function to produce an average accuracy 
of 90%, and the samples are collected manually and used for 
seven classes of 200 samples [21]. In another approach [22], 
a statistical classifier based on interval estimation was used 
with pixel density as feature from 26 classes to produce an 
accuracy of 79.9%, on 1000 and 800 samples for training and 
testing, respectively. Backpropagation NN was used with 
Fourier descriptors as features over 30 character classes, and 
97% accuracy was produced as the highest score in offline 
recognition [23]. But, to be noted, the number of character 
classes used in the experiment was 30. In [24], Hu’s invari-
ant moments and Zernike moments are used as features and 
feedforward neural network was used for classification of 
36 character classes with 100 samples. HMM was applied 
on a sequence of straight lines extracted from character 
images, and an average accuracy of 94% was produced for 

1  Lipi Toolkit from HP Labs is an open-source tool for data collec-
tion and is freely available for download at  http://lipit​k.sourc​eforg​
e.net.

http://lipitk.sourceforge.net
http://lipitk.sourceforge.net
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word recognition [25]. Pal et al. [26] developed a system 
with 64-dimensional feature for high-speed recognition and 
a 400-dimensional feature for high accuracy recognition 
and used a quadratic classifier and tested for 36 character 
classes of 10,216 samples to produce a recognition accuracy 
of 96.73%. All the above-mentioned methods in the litera-
ture were experimented on few character classes of manually 
collected samples and produced fair recognition accuracies.

The literature also shows that when the number of charac-
ter classes under experiment increases, the recognition accu-
racy decreases. Pixel density features were used with SVM 
classifier and produced 82.04% accuracy for 106 classes 
which include vowels, consonants and all composite conso-
nants [27]. The data were collected manually from different 
users, and 35,441 training samples and 6048 test samples 
were used. The only standard database available for offline 

Tamil character recognition is developed by HP Labs. We 
have used this database for our previous works. To the best 
of our knowledge, apart from us, only two studies on offline 
Tamil character recognition gave the result by using this 
database. Vijayaragavan et al. [28] used HP Labs database 
and produced 94.4% recognition accuracy on 35 character 
classes by using features of stochastic pooling, probabilistic 
weighted pooling and local contrast normalization, and con-
volutional neural network as classifier. Bhattacharya et al. 
[29] used HP Labs database for offline character recognition 
system for Tamil, including all samples of 156 character 
classes, and an accuracy of 89.6% was produced. In our pre-
vious work [30], Zernike moments and geometrical features 
were given to neural network and an accuracy of 93.4% was 
obtained for nine classes with nine samples each, from HP 
Labs database. In another work [31] of 10 character classes 

Fig. 1   One hundred and fifty-
six Tamil character classes from 
the HP dataset [13]
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with 150 training samples and 50 test samples, we obtained 
an accuracy of 78.97%. In our last method, ‘Modified GA’ 
[32], line strokes were used as features and genetic algorithm 
was used for classification. We have used HP Labs database 
with all 156 character classes, but, only 3900 training sam-
ples and 3120 test samples produced an accuracy rate of 
89.5%. Table 1 shows the details of literature in offline Tamil 
HCR and the impact of number of character classes used and 
size of dataset on the recognition accuracy.

The above literature shows the decline in recognition 
accuracy when the number of character classes and test sam-
ples increases. This is because of the availability of similar-
shaped character classes in Tamil script, and finding a dif-
ference among those character classes is a challenge for the 
recognition system. Minute parts make a distinction between 
character classes, and a small variation in the size and shape 
of the character image makes a huge impact on extracted fea-
tures. Tamil characters naturally contain complex structures 
with enormous curves and loops and thus making feature 
extraction a tough task. So, three points are considered in 
our work for the selection of feature extraction and classifi-
cation methods. First a feature extraction technique, which 
analyzes the physical structure of individual character irre-
spective of its size and shape, is useful in this scenario. Sec-
ond, an approach to increase inter-class variability may be 
adapted. Third, a simple classification method can be devel-
oped, in order to avoid the computational complexities of 
machine learning approaches but not compromising with 
performance. These three points are analyzed, and appropri-
ate methods are developed to improve recognition accuracy 
of offline Tamil handwritten characters.

Many feature extraction methods have been discussed in 
[33–36]. In our work, speeded up robust features (SURF) 
[37], a scale, rotation and translation invariant feature 
descriptor, is considered. SURF descriptor is already used 
in many classification problems [38–40]. SURF generates 
variable number of interest points (IP) from meaningful 
physical structure of the image. The number of IPs gener-
ated varies from image to image. In order to increase the 
inter-class variability, a threshold approach on each IP of 
the training image is adapted which differentiates the inter-
class variability between training image and test image. 
Each IP of SURF contains 64-dimensional feature vector. 
The number of IPs generated varies from image to image. 
As an average, 80–120 IPs are generated from every image. 
So, if an image contains 80 IPs as features, the classification 
algorithm should be able to handle feature vector of 80 × 64. 
In such cases, HCR becomes a very complex problem with 
high dimensional data and natural variability.

A significant increase in feature dimensionality compli-
cates the classifier performance because the convergence to 
a classification algorithm is slow and incorrect in this case. 
When a good feature vector is fed through an appropriate 

classifier algorithm, the performance of the recognition 
process increases. Variable length feature vector is another 
problem for most of the classifiers as they are defined to 
use fixed length strings. Few approaches are already used 
in order to handle variable length data [32, 41, 42]. But, 
these approaches increase the complexity of data storage 
and computational complexity.

A wide range of classification problems have been solved 
by simple algorithms using nearest neighbor (NN) principle 
[43–47]. The main idea of NN principle is to calculate the 
global distances between the comparing patterns followed by 
ranking to decide the NN that best determines the class of a 
test pattern. Increase in feature dimensionality produces very 
slow and inaccurate convergence to a classification problem 
[48, 49]. In order to address these problems, the conven-
tional solution is to depend on feature extraction and feature 
selection methods [50, 51]. The use of machine learning 
techniques reduces the inaccuracies that arise due to dis-
tance calculations [52–54]. But, these methods suffer from 
optimization problems that require feature dimensionality 
reduction and computational complexity. Calculation of dis-
tance fails completely in high dimensional database when it 
is often difficult to trace redundancy of data. A modification 
to NN classifier is proposed to reduce complexities, and the 
decision on class of test data is taken by selecting nearest 
features (NF), based on threshold, from the training data 
[55]. But, NF classifier deals with fixed length feature vec-
tor. Performance improvement in NN has been tried in many 
ways: assigning unique weights to each NN [56], choosing 
subset of weighting features according to their discrimina-
tory power [57], generalizing the basic k-NN classifier and 
introducing feature voting that considers each feature sepa-
rately [58, 59]. Since NN classifier is a basic classifier and 
is popular for its simplicity, adding complexity to improve 
its performance negates the comfort of using it for the clas-
sification problems.

If a simple classifier is used along with feature set pro-
duced from SURF descriptors, the computation complexities 
of standard machine learning approaches can be avoided. 
As different from normal and complicated machine learn-
ing algorithms, we propose a simple classifier, variation of 
NN, called nearest interest point (NIP) classifier, which is 
applicable to real-time applications such as HCR that gives 
robust classification performance. The novelty of our work 
is given in highlights.

1.3.1 � Highlights

a. Proposal of NIP classifier to maintain simplicity in 
classification
b. Variable length and high dimensional feature vector is 
handled easily
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Table 1   Summary of the literature on Tamil handwritten character recognition and related results showing the number of classes and samples 
used for experiment

References Features Classifier used Dataset used Recognition accuracy

Name Size

Suresh et al. [21] Distance from the 
frame and a suit-
able membership 
function

Fuzzy concept Manually collected Classes: 7
200 samples

90% (average  % of 
accuracy calculated 
from paper)

Wahi et al. [24] Hu’s invariant 
moments and 
Zernike moments

Feedforward neural 
network

Manually collected Classes: 36
100 samples
Training: 75% of data
Testing: 25% of data

Not given

Jagadeesh Kumar 
et al. [25]

Sequence of straight 
lines

HMM Manually collected 
handwritten docu-
ments

Not mentioned Count of words (accu-
racy %)

25 (96.4)
50 (95.6)
100 (94.8)
150 (93.7)
200 (93.0)

Hewavitharana and 
Fernand [22]

Pixel density Statistical classifier 
based on interval 
estimation

Manually collected Classes: 26;
Training: 1000
Testing: 800

79.9%

Chinnuswamy and 
Krishnamoorthy 
[20]

Correlation coef-
ficients

Topological matching Manually collected Classes: 36 60%

Vijayaraghavan et al. 
[28]

Features by using 
stochastic pool-
ing, probabilistic 
weighted pooling 
and local contrast 
normalization

ConvNets HP labs hpl-tamil-
iso-char

Classes: 35,
Samples: 18,535

94.4%

Pal et al. [26] 64-dimensional fea-
ture for high-speed 
recognition and a 
400-dimensional 
feature for high 
accuracy recogni-
tion

Quadratic classifier Manually collected Classes: 36
Samples: 10,216

96.73%

Sutha and RamaRaj 
[23]

Fourier descriptors Backpropagation NN Manually collected Classes: 30 97%

Shanthi and 
Duraiswami [27]

Pixel density SVM Manually collected 
from 117 different 
users

Training: 106 classes 
(35,441 samples)

Testing: 34 classes 
(6048 samples)

82.04%

Bhattacharya et al. 
[29]

Chain code histogram 
features

k-means clustering 
and MLP

HP labs hpl-tamil-
iso-char

Classes: 156 89.66%

Ashlin Deepa and 
Rajeswara Rao [31]

Eigenvalues PCA HP labs hpl-tamil-
iso-char

Classes: 10
Samples: 200
Training: 150
Testing: 50

78.97%

Ashlin Deepa and 
Rajeswara Rao [30]

Zernike moments 
and diagonal-based 
features

Neural network HP labs hpl-tamil-
iso-char

Classes: 9
Samples: 9

93.8%

Ashlin Deepa and 
Rajeswara Rao [32]

Horizontal, vertical, 
right-slanted and 
left-slanted strokes

GA HP labs hpl-tamil-
iso-char

Classes: 156
Training: 3900 (25 

samples per class)
Testing: 3120 (20 

samples per class)

89.5%
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c. Inter-class dissimilarity is opened up by providing 
proper thresholding approach
d. Overall computational complexity has been reduced 
because of the simplicity of our proposed method

2 � Nearest interest points (NIPs) from SURF 
descriptors

The main concept of proposed method is making local-level 
decision on the class of the test image based on individual 
features called IPs of the training images. The global deci-
sion on the class of the test image is obtained after process-
ing these local decisions. To explain NIP, let us consider a 
simple example from Table 2, with training set: T {C11, C21, 
C31, C12, C22, C32, C13, C23}. Let Cjc be the jth image of the 
class c. The training set consists of images from three classes 
(1) C1 (2) C2 and (3) C3. The number of SURF IPs generated 
varies from image to image. Let Inijc be the ithIP of jth image 
from class c. Each IP Inijc of training image Cjc is associ-
ated with a threshold value θijc. Each IP is characterized 
by a fixed dimension (64) descriptor vector. A comparison 
between two character images is performed by calculating M 
InterestPoint-to-InterestPoint (IP-to-IP) distances between 
IPs of the images Cjc and Z where Z is the test image and 
Cjc is having M IPs. Then, the IPs of Cjc having distances 
smaller than the threshold distance θijc are defined as nearest 
interest points (NIP) of Cjc for the test image Z. The role of 
the parameter k in k-NN at the global level is played by the 
threshold θijc at feature level. This means there are as many 
θijc values to be enhanced as the number of IPs.

In online applications such as anti-phishing system, single 
threshold approach works well as it is more concerned about 
timely detection of hackers [60]. Hence, adding more thresh-
old values will allow more malfunctioning of many appli-
cations. But, our application aims at developing an offline 
HCR system, where accuracy is concerned more than reduc-
ing the time of classification. Though the value of θijc varies 
from IP-to-IP, this method helps in using only few IPs with 
small distance values for classification, instead of using all 
IPs extracted by SURF. To implement this, the statistics of 
the distances of ith IP (Inijc) of the image Cjc, with inter-class 
training images, are used to calculate the threshold value θijc 
of Inijc. The unique threshold value is set as θijc= 2σijc, where 
σijc is the standard deviation of the inter-class IP distances of 
Inijc of Cjc. The number of NIPs of each training image Cjc is 
used to calculate image similarity score which is used in the 
global decision on the class of the test image.

We will use the simple example with few IPs, to introduce 
the steps needed to calculate NIP votes and image similar-
ity score for global decision. In general, the number of IPs 
generated by SURF will be more than 70 for most of the 
images. As it is not possible to give all IPs and show the 

distance calculation, an example dataset T is taken with 
three character classes and eight training images in Table 2. 
The images in the training set are given maximum of 5 IPs. 
The objective is to identify the unknown class label of the 
test image Z, by comparing it with a set of images in training 
set T. It is shown in Table 2 that the training set is formed 
of three images from class C1, three images from class C2 
and two images from class C3. Note that this database is not 
real which is used for experiment. It is presented only in 
paper to illustrate the concept of NIP classifier. The actual 
experiment was done on HP database for Tamil characters.

2.1 � Determination of distance between IP‑to‑IPs

Consider the training set T, in which IPs of an image j having a 
class label c be 

{
G =

{
Inpjc , ∀p, j, c ∈ [1,X], X ∈ Integer

}
 

and IPs of an image n having a class label c̄ be {
H =

{
Inqnc̄ , ∀q, n, c̄ ∈ [1,X], X ∈ Integer

}
 where c ≠ c̄ 

and c, c̄ ϵ class label and p and q varies from 1 to number of IPs 
of images j and n, respectively. Let us calculate the distance 
between two images j and n by calculating the distance between 
their IPs. Inijc is ith IP of image j from class c and Inmnc̄ is mth IP 
of image n from class c̄ . The distance between IPs Inijc and Inmnc̄ 
can be calculated using a simple trigonometry as shown in 
Fig. 2. The distance of the IPs from the center line may be con-
sidered. These IPs would take the same values at any point in 
t h e  l i n e  fo l l ow i n g  RO .  T h e n ,  we  h ave 
|Inijc∕Inmnc̄ | = 1 or

|||Inijc − Inmnc̄
||| = 0 . However, the point F 

will have |Inijc∕Inmnc̄ | > 1or
|||Inijc − Inmnc̄

||| > 0 . The distance 
between the points R and F is denoted as d�

(
=
|||Inijc − Inmnc̄

|||
)
, 

while that between O and H is denoted as d . Since the slope of 
the line RO is always 1,∠ORF = 45◦ , and as the line OF is 
perpendicular to the x-axis, ∠OFR = 90◦ and since the acute 
angles of a right triangle are complementary, ∠ROF = 45◦ . 
Further, as the lines RO and FH are parallel to each 
o t h e r , ∠HOR = 90◦   ,  w h i c h  f o r c e s 
∠ROF = ∠FOH = ∠OFH = 45◦.  T h i s  m e a n s , 
ΔOHF to be isosceles and so the length of OH to be equal to 
length of FH represented as d. Applying Pythagoras theorem on 
ΔOFH, d

�2 = d2 + d2 or d = d�∕
√
2 and can be represented as

The distance between two IPs Inijc and Inmnc̄ can be found 
using (1). This process is repeated for all the IPs of n in H, 
and the minimum distance is found using

(1)d =

���Inijc − Inmnc̄
���√

2

(2)di = min

⎧⎪⎨⎪⎩

���Inijc − Inqnc̄
���√

2

⎫⎪⎬⎪⎭
,
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where q varies from 1 to number of IPs in image n. The mth 
IP of n Inmnc̄ , with minimum distance di, is taken to form a 
matching pair ( Inijc , Inmnc̄ ). The meaning is ith IP of image j 
from class c formed minimum distance with mth IP of image 
n from class c̄ . This process is repeated for all the IPs of set 
G to find matching pairs of IPs of image j with image n.

An example from Table  2 is given in Fig.  3, where 
C11, the first image of class C1, generated 4 IPs 
( In111, In211, In311 and In411) ) and image Z generated 5 IPs 
(InZ_1, InZ_2, InZ_3, InZ_4 and InZ_5). (The number of IPs 
is reduced for the purpose of explanation.) Let In111 be the 
first IP of first image (C11) of class C1. The distance between 
In111 and each of the 5 IPs of image Z is calculated. It is 
found that InZ_1 , the first IP of image Z, produced minimum 
distance with In111 to form a matching pair ( In111,InZ−1 ). This 
process is repeated for all the IPs of the image C11 to pro-
duce the matching pair with the IPs of the image Z. Only 
four matching pairs with smaller distances are considered 
in the given example, as shown in Fig. 3.

2.2 � Calculation of NIP threshold value θijc

The idea of NIPs is implemented as a conversion of the IP-to-
IP distances (di) to NIP local decisions labeled as NIP votes 
(vi) in Table 2. Each IP of the training image is associated 
with a NIP threshold value θijc which is obtained from the 
standard deviation of inter-class IP-to-IP distances (the dis-
tance is calculated between the descriptor vectors of the IPs) 
of the images. The process of distance calculation between 

IP Inijc of image j, and image n and following matching pair 
formation ( Inijc , Inmnc̄) is explained in Sect. 2.1. In order to 
calculate threshold value θijc for Inijc of image j of class c, 
a set of distance values {di} of Inijc with all the inter-class-
images in the training set are calculated and matching pairs 
are formed. This set of calculated distances {di} give inter-
class IP-to-IP distances of Inijc . The standard deviation �ijc 
of distance values {di} is calculated which gives threshold 
value θijc= 2 �ijc , of Inijc . This process is repeated for each IP 
of training image j to calculate their threshold values.

The use of the training set in Table 2 results in a total of 
5 di values (inter-class IP-to-IP distances) for the IP In111 of 
C11. These 5 di values comprise of three inter-class distances 
between C11 and images from class C2 {C12, C22 and C32} 
and two inter-class distances between C11 and images from 
class C3 {C13 and C23}. The standard deviation of the inter-
class IP-to-IP distance, σ111, represents the relative degree 
of closeness of IP In111 of C11 with different images from 
class C2 {C21, C22 and C23} and from class C3 {C31 and C32}.

D e f i n i t i o n  1   T h e  s t a n d a r d  d e v i a t i o n 

𝜎ijc =

��
1∕k

� k∑
q=1

�
di,q − d̄i

�2 of inter-class IP-to-IP distance 

di describes the relative degree of closeness of IP Inijc , the 
ith IP of image j of class c with k inter-class matching 
distances.

The obtained values of standard deviation σ111 of In111 
using five inter-class-IP distances {di} are .1550. Similarly, 
the standard deviation of In211, In311 and In411 is σ211= .0541, 
σ311= .0466 and σ411= .0771, respectively. Now, for each IP 
of training image j, Inijc , the corresponding threshold value 
θijc can be calculated as θijc= 2σijc and the threshold values 
of In111, In211, In311 and In411 are θ111= .3100, θ211 = .1082, 
θ311= .0932 and θ411= .1542, respectively. This process is 
repeated for all training images. The meaning is for each IP 
of training image C11, a threshold value θijc is calculated. 
This process is repeated for all the images in the training set 
T so that every IP of each training image is associated with 
a threshold value, and the values are given in Table 2.

2.3 � Determination of nearest interest point (NIP)

The second step in the proposed method is to calculate the 
IP-to-IP distances di between the test image Z and each 
of the training images using (2) as shown in Fig. 3a, b. 
Table 2 shows 5 IPs produced by the test image Z that are 
represented as InZ_1, InZ_2, InZ_3, InZ_4 and InZ_5. As 
mentioned before, the number of SURF IPs generated from 
each image varies. The matching pair of IPs and the cor-
responding distances with training images are also given. 
There are only 4 IPs for C11 and so 4 di values are produced 
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Fig. 2   Graphical representation for the calculation of the distance d 
using simple trigonometric relationships. The value of d is propor-
tional to σ, where σ is the net standard deviation of inter-class IP dif-
ferences between training images
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(di(In111, InZ_1)= .1069, di(In211, InZ_3)= .236, di (In311, 
InZ_5)= .0083 and di(In411, InZ_4)= .317) between the test 
image Z and C11. Similarly, 5,4,4,5,5,3 and 5 di values are 
produced between the training images C12, C13, C21, C22, C23, 
C31 and C32 and test image Z, respectively. In this instance, 
as a matching pair consists of an IP from the training image 
and an IP from test image, the corresponding distance di 

gives the measure of closeness of IP of training image with 
the test image Z. That means, the set of distances {di} of 
each training image with test image decide the closeness of 
training image with the test image. This process gives local 
decision votes for NIPs. The classifier which classifies the 
IPs based on NIP is termed as NIP classifier.

Fig. 3   Matching pair formation 
based on minimum distance. a 
4 IPs of image C11 and 5 IPs of 
image Z are used for match-
ing. First IP of C11 produced 
minimum distance with first 
IP of Z which is considered as 
best match. The matched IPs are 
represented in solid line to form 
matching pair ( In111, InZ−1 ). 
Similarly, all the 4 IPs of C11 
form matching pair with IPs of 
Z. b IPs matched between IPs of 
image C11 and IPs of image Z

(a)

(b) 
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Definition 2  An IP Inijc, belonging to a set of M interest 
points (i = 1,…, M) of a training image j, is classified as 
one of the NIPs of the given training image j, if the mini-
mum distance di, between the IP of the test image and IP of 
the training image j, Inijc, is smaller than the corresponding 
threshold value θijc = 2σijc, where σijc is the standard devia-
tion of the inter-class IP-to-IP distances of IP Inijc.

Let us demonstrate the concept of NIP detection based 
on minimum distances, di, and the inter-class thresholds 
θijc= 2σijc from the training images. There are 5 IPs gen-
erated from the test image Z. Now, the minimum distance 
between In111 and IPs of Z, d1= .1069, is calculated based on 
(2) and the matching pair formed is (In111, InZ_1). Similarly, 
d2 = .2360, d3 = .0083 and d4 = .3170 are calculated for IPs 
In211, In311 and In411 to form matching pairs (In211, InZ_3), 
(In311, InZ_5) and (In411, InZ_4). Out of the 5 IPs of Z, 4 
IPs produced matching pair with 4 IPs of training image 
C11. We can observe that one of the IPs from Z has not par-
ticipated in making matching pair as there are only 4 IPs in 
C11. The IPs of training image C11, having smaller distance 
di than threshold values θijc, are considered as NIPs. As 
(d1= .1069)<(θ111 = .3100), In111 is considered as NIP and 
d2 > θ211, so In211 is not considered as NIP. Similarly, In311 
is NIP since d3 < θ311 and In411 is not NIP since d4 < θ411.

The process of thresholding the distances to determine 
the NIPs can be called local voting, where the vote (vi) val-
ues are

The voting decision (3) says, Inijc with threshold value �ijc , 
of training image j is considered as NIP, with vote vi = 1, if 
the distance produced, di, between IPs in the matching pair 
(Inijc, InZ_i) is less than the threshold value �ijc. The selec-
tion of NIPs through local decision is represented by these 
votes using numerical values, as shown in Table 2.

2.4 � Global decision through NIP classifier

For each of the training image in T, the image similarity 
score is obtained by adding up the votes representing the 

(3)vi(NIP) =

{
1 if di ≤ �ijc,

0 otherwise

NIPs as illustrated in the column labeled ‘image similarity 
score’ in Table 2, and are normalized in the next column. To 
make the global decision about the class of the test image 
Z, the top-ranked technique is used in the proposed method. 
In this technique, the image with the maximum similarity 
score in individual class (the top-ranked image in each class) 
is taken to denote the whole class. That means, the top simi-
larity score of the image in each class in training set from 
Table 2 is considered as the value of the collective class 
similarity score Sg(c) at Rank-1 in global level and is shown 
in Table 3.

Normalize the collective class similarity score Sg(c) by 
dividing with the maximum similarity score across the 
classes to obtain class probability scores Sp (Table 3). The 
class c*of the test image Z can be identified by finding the 
class having the highest value of the Sp as follows:

Although the simplest approach to make a global decision 
is top-rank technique, there may be various situations where 
the top rank represents multiple classes. In order to improve 
the global decisions, the image similarity scores from the 
lower ranks are taken into account and a simple addition is 
performed. To do this, image similarity scores (Table 2) of 
the first and second rank values of each class can be added 
to obtain the Rank 2 collective class similarity score. This 
process is repeated for Rank 3. The class probability scores, 
Sp, for each rank can be achieved through normalizing the 
rank-wise collective class similarity scores by dividing with 
the maximum collective class similarity scores, across the 
classes. A tie in top-rank classification is solved by adding 
the Sp values from the next lower ranks, to represent the 
similarity score for the class. By using lower ranks in score 
calculations, the inconclusiveness of class selection obtained 
from tie can be resolved. We can observe that class probabil-
ity score for Class C1 at Rank 1 gives highest value 1 with 
no tie. However, the maximum number of ranks that are used 
for classification is limited to 3 in our proposed method as 
SURF features are large in numbers and a good accuracy is 
obtained till Rank 3 in our NIP classifier. The various steps 
of NIP classifier are given in Algorithm 1.

(4)c∗ = argmax Sp(c)

Table 3   Class similarity score 
used for global decision

Collective class similarity scores, Sg(c) Class probability score for each rank Sp

Class, c Rank Rank

1 2 3 1 2 3

C1 1 1.75 2.25 1/1 = 1 1.75/1.75 = 1 2.25/2.25 = 1
C2 0.25 0.45 0.45 0.25/1 = 0.25 0.45/1.75 = 0.257 0.45/2.25 = 0.2
C3 0.6 0.6 – 0.6/1 = 0.6 0.6/1.75 = 0.34
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3 � Parameter selection

The most important parameter used in our proposed method 
was threshold value θijc, on which local decision on NIP 
depends. σijc is the standard deviation of inter-class IP-to-IP 
distances of Inijc of image j from class c in the training set T. 
That means the value of σijc is determined by the IPs of the 
SURF descriptor generated from the mages in the database. 
The problem of optimizing �ijc becomes optimizing the val-
ues of 2�ijc . Figure 4a shows the impact of threshold �ijc vari-
ation on recognition performance of the proposed method. It 
is observed that low value of threshold �ijc reduces the rec-
ognition accuracy, while the recognition accuracy reached 
its peak at around 2�ijc . Consider the inter-class distances 
obtained from all the IPs in a training set as the values of a 
random variable having probability density function fX(x) 
and the standard deviation �e . Similarly, consider the intra-
class distances attained from all the IPs in a training set as 
the values of a random variable having probability density 
function fY(y), and the standard deviation �a . Then, X∕�e and 
Y∕�a are normalized inter-class and normalized intra-class 
distances, respectively, with the corresponding probability 
density functions fY∕�a(Y∕�a) and fX∕�e(X∕�e) . We can see 
that inter-class distribution is shifted to the higher values of 
the normalized distance Fig. 4b.

The training phase is used to set the parameter, threshold 
value θijc of each IP of training image. The classification 
accuracy in the Tamil handwritten character dataset from HP 
Labs, which corresponds to the threshold value �ijc = 2�ijc , 
is 90.2%. Because the selection of �ijc in NIP classifier uses 
the class information, the implementation of NIP classifier 
can be viewed as supervised.

4 � Recognition result and discussion

The proposed NIP classifier gave promising results in our 
experiments as it uses collective class similarity score and 
removes false similarities. In this section, the proposed NIP 
classifier is compared with several classifiers by providing 
standard dataset.

4.1 � Recognition accuracy

The literature results from Table 1 say that classification 
accuracy is good for relatively small class problems, and 
it degrades for very large class problems. In most of the 
approaches, the data have been collected manually and lim-
ited to only few character classes [20, 22, 23, 26, 27]. Only 
few works have used HP Labs Tamil offline handwritten 
characters database, the only standard database available for 
Tamil HCR [28–32]. We can understand that Bhattacharya 



	 Pattern Analysis and Applications

1 3

et al. [29] and our previous paper ‘Modified GA’ [32] used 
all 156 character classes from HP Labs database, for train-
ing and testing. Among these two, the experiment in [32] 
involves only less number of samples from all the character 
classes and produced 89.5% accuracy, whereas [29] gave 
89.6% accuracy on the complete samples of the database. 
But, the method, ‘NIP classifier,’ was applied over the com-
plete HP Labs Tamil offline handwritten characters database. 
Hence, the only comparison that we can perform is with the 
results of Bhattacharya et al. [29] who produced an accuracy 
of 89.6%. Our proposed method, ‘NIP classifier,’ gives an 
accuracy of 90.2% with an improvement of 0.6% from [29], 
which is a significant enhancement in HCR area.

The proposed NIP classifier method gave promising 
results than the existing methods for Tamil HCR. The pro-
posed method has been compared with classifiers such 
as k-NN, SVM, k-means, Brute-Force Matcher, FLANN, 
genetic algorithm, decision tree, Adaboost classifier, Bag-
ging classifier, LogiBoost classifier and NNge classifier. It is 
found that our method outperforms in classification accuracy 
and is shown in Table 4.

4.2 � Computational complexity

Bhattacharya et  al. [29] used a two-stage classification 
approach as single-stage approach gave good results only 
for small class problems. The author used k-means clus-
tering in stage 1 and MLP in stage 2 for classification. 
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The computational complexity of k-means clustering is 
O(n*k*I*d) where n is the number of samples, k is the 
number of clusters, I is the number of iterations and d is 
the number of features. The procedure was repeated till the 
classification error decreased to some quantity, leading to 
an increase in computation complexity. A set of groups of 
character classes are produced as the output of stage 1. Each 
group of character classes undergoes second-stage classifica-
tion through MLP. 64-dimensional feature vector was used 
for input nodes, and the output nodes depend upon the num-
ber of classes in that group. The complexity of MLP depends 
upon number of input nodes, hidden nodes and number of 
output nodes. Author has considered 24 such groups in the 
second stage, and each group uses separate MLP for clas-
sification. We can understand that the complexity increases 
further in the second stage. It is also given that small group 
gave better accuracy and large group gave relatively less 
accuracy.

But, our proposed method has a computational complex-
ity of O(N(P-P1)) where P is the total number of images 
and P1 is the number of images that does not have NIPs 
and N is the maximum number of IPs of image. Therefore, 
the computational complexity of NIP classifier is smaller 
in comparison with the combination of k-means clustering 
and MLP.

5 � Conclusion

In this paper, an efficient offline Tamil HCR system has been 
proposed. The proposed NIP classifier introduces the con-
cept of local feature decision in the first phase, and later 
global decision is taken to make a conclusion on the class 
of the test character image. Without compromising on the 
recognition accuracy, the proposed method simplifies the use 
of variable length as well as high dimensional feature vector 
which are measured as major issues of HCR systems. Bench-
mark database is used to demonstrate robust recognition per-
formance. The state-of-the-art performance is achieved as 
NIP classifier calculates collective class similarity voting 
and thus reducing false recognitions. In contrast from con-
ventional classification approaches, which depend on feature 
reduction methods, the result presented in this paper proves 
that the proposed classifier can successfully operate on the 
greater availability of features in the problems with high 
dimensional images. The future scope of our method is that 
the system can be further improved to reach the recognition 
accuracy of online character recognition systems.

Acknowledgements  We extend our gratitude to HP Labs for providing 
database for our research.
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