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Abstract
Document forgery has increased enormously due to the progression of information technology and image processing

software. Critical documents are protected using watermarks or signatures, i.e., active approach. Other documents need

passive approach for document forensics. Most of the passive techniques aim to detect and fix the source of the printed

document. Other techniques look for the irregularities present in the document. This paper aims to fix the document source

printer using passive approach. Hand-crafted features based on key printer noise features (KPNF), speeded up robust

features (SURF) and oriented FAST rotated and BRIEF (ORB) are used. Then, feature-based classifiers are implemented

using K-NN, decision tree, random forest and majority voting. The document classifier proposed model can efficiently

classify the questioned documents to their respective printer class. Further, adaptive boosting and bootstrap aggregating

methodologies are used for the improvement in classification accuracy. The proposed model has achieved the best accuracy

of 95.1% using a combination of KPNF ? ORB ? SURF with random forest classifier and adaptive boosting

methodology.

Keywords Document forensics � Printer forensics � KPNF � SURF � ORB � AdaBoost � Bagging

1 Introduction

Digital documents and their use have become increasingly

dominant in the present era. It is almost impossible to avoid

their use these days. These digital documents could be

official contract images, bills and checks, etc. Paperless

world is the objective behind these digital documents.

Moreover, a digital document is easy, economical and

efficient to maintain as compared to a hard copy, but its

security is a challenge. Manipulation of digital documents

has increased enormously due to the progression of infor-

mation technology and image processing software. Docu-

ment analysis and its authentication is a critical challenge.

Important documents such as bank cheques, educational

certificates, passports have watermarks on them which

authenticate the digital document. Although active tech-

nologies dominate in this domain, still passive analysis for

unprotected documents is always required. Active tech-

nologies add some security features in the digital docu-

ment. Active approaches mainly use digital signatures or

watermarks as defensive measures to protect the images.

Originality and legitimacy of images and digital documents

can be checked using the watermark or signature embedded

in the image. Active techniques are used to protect copy-

right images and important documents. In active approach,

a watermark or signature code is embedded in the image

itself. It is embedded in the form of bits. These bits can

later be extracted and checked to validate the image (Tayan

et al. 2014). Forensics are basically divided into two cat-

egories, namely active or passive. These are briefly dis-

cussed in sub-sections.

1.1 Active forensics

The most popular active forensics approach for digital

image authentication is watermarking. In watermarking
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technique, some signal or data is embedded directly into

the audio, image or video signal which needs protection.

Embedded data are usually the extra information that

travels with the digital signal. This extra information is

usually embedded as discontinuous bits in the signal block.

Whenever the original signal undergoes any alteration, the

embedded data get lost or modified. Thus, watermarking

provides an indication of ownership of the object.

Embedded extra information is visible in the image in the

case of visible watermarking. In the case of invisible digital

watermarking, message is hidden as digital data in audio,

picture or video as encoded bits. Invisible watermarks are

not apparent, but their presence may be identified (Tao

et al. 2014). A watermarking system usually has an encoder

and a decoder. Host signal along with watermark and

security key is fed to the encoder. The encoder inserts the

watermark into the host signal. Various algorithms are

available to perform the embedding of the watermark. The

outputs of the encoder are the security key and the water-

marked contents. A watermark extractor or detector

involves a two-step process. First, some scrambling algo-

rithm is applied to extract the watermark from the received

signal. Then, the extracted unreliable watermark is ana-

lyzed and compared with the original one. Finally, confi-

dential assessment is done to authenticate the host signal

(Bianchi and Piva 2013; Tao et al. 2012). The main char-

acteristics of a watermark are imperceptibility, capacity,

security, robustness and false positives. A number of dif-

ferent watermarking techniques based on spatial and

transform domain have been contributed by researchers.

Spatial domain watermarking is attractive because of its

simplicity and pre-assessment to robustness, capacity and

imperceptibility. However, spatial domain-based solution

is not so robust. A frequency domain-based solution like

singular value decomposition (SVD) and discrete wavelet

transform (DCT) are used as alternative techniques for

decomposing images for watermarking (Cox et al. 2000).

Another popular approach which is widely used for digital

document authentication and copyright is digital signature.

The digital signature is a mechanism to provide the proof

of legitimacy of the originator. Digital signatures are also

unique as of handwritten signatures. Digital signature

needs a public and a private key. Private key is used to

produce digital signatures by the signing authority, whereas

the public key is used by the receiver of the signed docu-

ment to decrypt the signature. The electronic signature is

created using the private key owned by the signer. The

signer needs to keep the private key secretly. Then, a hash

algorithm is applied to create hash data corresponding to

the signed document. Afterward, an encryption algorithm

is used to encrypt the hash data. This encrypted data are

known as a digital signature. A time stamp is also associ-

ated with the digitally signed document. If the document is

modified after the signature, the digital signature gets dis-

torted. For example, a service provider signs an agreement

with his customer to provide some services. The service

provider will be using his private key to generate the sig-

nature. Then, the customer receives the document and the

public key. If the public key is not able to decrypt the

signature, it means the signature is not authentic and the

signature is considered invalid. Digital signature schemes

are either symmetric or asymmetric-key systems. They

ensure content legitimacy, reliability, and data privacy

during transmission. The two most commonly used public-

key digital-signature schemes are the Rivest–Shamir–

Adleman (RSA) public-key encryption algorithm and the

digital signature algorithm (Tayan et al. 2014; Subramanya

and Yi 2006).

1.2 Passive forensics

Most of the available active methods embed security fea-

tures in images/documents. These methods are costly and

practically difficult to use. The need is to have easy, fast

and low cost solutions to detect forged images/documents.

A passive approach detects the image/document authen-

ticity based on its intrinsic fingerprints. It does not use any

preventive measure in advance. Most of these techniques

are based on capturing the acquisition fingerprints of the

digital document. These fingerprints utilize the traces left

by acquisition device used to produce a digital document.

A digital acquisition device has various components. These

components tend to alter the input signal in some particular

ways and leave intrinsic fingerprints in the image. Camera

optical system, the image sensor and camera software have

their unique fingerprints. Even if the acquisition step

remains same, but still the fingerprints of sensors and

camera may differ due to use of hardware from different

manufacturers. Imaging sensors in source devices have

various defects which may result in disturbances in the

pixel intensity values. The sensor noise could be present

due to pixel defects, fixed pattern noise or photo response

non-uniformity (Bayram et al. 2005, 2008). The absence of

coherence in sensor noise can be taken as a clue of printed

document forgery. Some researchers presented texture

features for printer recognition. Others used local features,

such as line edge unevenness, area difference and rela-

tionship coefficients, for individual characters present in

the image (Mikkilineni et al. 2004, 2005a; Lampert et al.

2006).

In the present study, the noise and other key features of

printed documents are analyzed for the printer identifica-

tion. The proposed technique used printer noise, ORB and

SURF features to examine the forensic documents printed

by different printer resources. Different combinations of

these feature extraction methods are also explored. Three
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classification methodologies, namely the k-NN, decision

tree, random forest and majority voting of these three

classification techniques, are considered for the classifica-

tion task. Further, the classification results are improved

using adaptive booting and bootstrap aggregating

methodologies. This paper is divided into nine sections.

Introduction of present work is discussed in Sect. 1. Sec-

tion 2 presents work related to document forensic exami-

nation. Feature extraction techniques and classification

techniques are presented in Sects. 3 and 4, respectively.

Section 5 depicts the introduction about adaptive boosting

and bootstrap aggregating methodologies. Block diagram

and working of the proposed system are presented in

Sect. 6. Experimental results based on the proposed system

are depicted in Sect. 7. Section 8 presents the comparative

study between state-of-the-art work and proposed work.

Finally, in Sect. 9, authors have presented the conclusion

of the present work.

2 Related work

The main approaches for printed document classification

are halftone-based detection, texture-based detection, and

printer noise-based detection.

2.1 Halftone-based detection

Bulan et al. (2009) utilized association between geometric

degradation due to laser printing for document forensics.

This artifact was highlighted based on the difference of the

region that a printer should have printed and the region that

it actually printed. Geometric traces of printers were

extracted by the dot positions in halftone documents. The

positions of points in the test image were correlated. The

performance of the proposed method was evaluated for the

printer model identification. A database of printer signa-

tures was generated by extracting geometric distortion

signatures from several documents from each printer type.

The mean of signatures was considered as printer signature.

Geometric distortion signatures of test documents exhib-

ited a high correlation with the corresponding printed sig-

natures. A low correlation was exhibited for cases where

the document was matched with other printer signatures.

Wu et al. (2009) utilized the geometric degradation for the

recognition of source printers. The proposed model per-

formed feature extraction from the whole document image.

A projective transformation was modeled to represent the

geometric degradation. The center of letters was used to

extract the degradation from scanned document and its .tiff

image version. This model used singular value decompo-

sition and removal of outliers. The resulting features were

used to link the document and its source printer. A subset

of the features was used as input feature vectors to a

machine learning classifier. Twelve pages per printer (total

10), i.e., total 120 pages, were printed. The experimental

results demonstrated the acceptable classification accuracy,

but the considered dataset was small. Ryu et al. (2008)

proposed identification of halftone texture in high resolu-

tion, scanned color documents. The histograms of angles

from Hough transforms were calculated from each CMYK

band. The document and its source were mapped based on

high correlation. The evaluation of the proposed technique

was performed on 9000 images obtained by 9 electro-

photographic process (EP) printers. Forty different images

were printed from each printer with 600 dpi.

2.2 Texture-based detection

Banding effects present on the document were studied by

Ali et al. (2004). It was discussed that EP printers show

signs of quasi-periodic banding effects. This approach was

efficient for colored documents but not for text documents.

These documents contain only a small range of gray levels.

Mikkilineni et al. (2004) used low-cost printers for their

experiments. The intrinsic signature was extracted from a

high-resolution scanned image. It was then used to design

and drive the extrinsic signature. The identifying infor-

mation such as the printer serial number and date of

printing was encoded during the document printing. These

embedded watermarks acted as extrinsic signature of

image. Mikkilineni et al. (2005a) used gray level co-oc-

currence matrices (GLCM) statistics based on textural

features to identify the source of text documents. Docu-

ments were scanned at 2400 dpi with eight bits by pixel,

and statistical features from GLCM were extracted for each

‘e’ character. Source printer classification was done using

5NN classifier. But the presented technique required the

prior information about the printers in question. The limi-

tation was that if the document source printer was not

present in the classifier training data set, then it was mis-

takenly classified as one of the known printers. This tech-

nique was not robust to multiple font sizes, font types and

different characters. Mikkilineni et al. (2011) used clus-

tering and Euclidean distance to classify documents from

different printers. Forensic printer identification was per-

formed to find whether a document may or may not belong

to a known set of printers. A classifier for printer identifi-

cation was proposed using intrinsic signatures of the

printers. The intrinsic signature was based on electrome-

chanical properties of the printer. These signatures were

unique to each printer and so it was difficult to forge them.

Sequential feature selection and linear discriminant anal-

ysis were used to reduce the feature dimensionality. Tsai

and Liu (2013) used GLCM statistics along with wavelet

transform features. A specific character of the Chinese
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language was used for the texture pattern extraction from

the scanned document. The Chinese printed resources were

analyzed in order to find the source of printers. The feature

selection technique and SVM were used to propose the

source model of the documents. The average source iden-

tification rate was 98.64%. The proposed identification

method was very useful for laser printer source identifi-

cation. Ferreira et al. (2015) proposed three variant tech-

niques for laser printer identification. The solutions used

low-resolution scanned documents. First proposed method

used two descriptors based on multi-directional and multi-

scale texture properties from micro-patterns. These

descriptors were obtained from either letters or regions of

interest. The inner part of printed letters was focused.

Convolution texture gradient filter (CTGF) was proposed

as a second descriptor. The CTGF is the histogram of low-

level gradient filtered textures. Texture artifacts were

investigated on segments of a document. These segments

were called frames. The advantage of the third approach

was that the printing source of a document was identified

even if parts of it were unavailable. The accuracy of the

first approach was 97.60%, 98.38% and 88.58% for char-

acters, frames and documents, respectively. The accuracy

of 94.19% and 88.45% was obtained for frames and doc-

uments, respectively. A new document dataset was pro-

posed which is freely available for experimentation.

Tsai and Yuadi (2018) performed printed source iden-

tification using microscopic images. A detailed texture and

structure information was obtained due to high magnifi-

cation of the document image. It was stated that micro-

scopic techniques could retrieve the shape and surface

texture of a printed document. The proposed approach

utilized image processing techniques and statistical fea-

tures like local binary pattern (LBP), gray level co-occur-

rence matrix (GLCM), discrete wavelet transform (DWT),

spatial filters, Haralick, and segmentation-based fractal

texture analysis (SFTA) features. LBP approach achieved

the highest source identification rate of 99.89%. Joshi and

Khanna (2017) mentioned that while examining the docu-

ments, most of the approaches required the original/au-

thentic documents to compare the character font. A local

texture descriptor-based approach was proposed by them.

The experimental results indicated that the techniques

performed best for character printed in the same font setup.

It achieved better recognition for printers of the same brand

and model.

2.3 Printer noise-based detection

Khanna et al. (2007) performed camera image forensics

based on scanner noise analysis. A unique noise pattern of

each scanner brand was used for source device identifica-

tion. First set of proposed features consisted of statistical

properties such as mean, median, standard deviation,

skewness and kurtosis. The periodicity between different

rows of the fixed component of the sensor noise of a

scanned image was detected using correlation. Second set

of proposed features consisted of statistical properties of

these correlations. 16D feature vector was obtained for

each scanned image. These features captured the essential

properties of the image and discriminated between differ-

ent scanners. The second set of features represented the

fixed component of the pattern noise. For low-quality

scanners, a large amount of random noise was present in

the document because of fluctuations in lighting conditions.

The inter-row correlation in this case was quite small as

compared to a high-quality scanner. This method obtained

promising results for detecting spliced/forged documents

made through the combination of two or more different

document images. Elkasrawi and Shafait (2014) extracted

features from the noise image, similar to Khanna et al.

(2007). Ali et al. (2004) approach was extended with more

number of text lines in the document. Low-resolution

scanners were used for printer identification. The statistical

features of pattern noise, produced by flatbed scanners,

were used. The text lines were extracted using Tesseract-

OCR (Smith 2007). Then the noise patterns were extracted

from the filtered image subtracted from the original image.

A binary image was obtained using Otsu threshold and

median filtering. 15D feature vector was obtained based on

mean, standard deviation, skewness and kurtosis. Features

were extracted row- and column-wise from the gray image.

The advantage of proposed statistical features was their

independence on image content or size. Three sets of

experiments were conducted. The average accuracy

obtained for binary classification of inkjet and laser printer

was 93:57% and 78:46%, respectively. The overall accu-

racy was low as the number of printers considered

increased.

2.4 Other methods

Ryu et al. (2008) used image quality measures for docu-

ment forensics. Different measures related to pixel differ-

ences, similarity between two images, frequency domain

characteristics and human visual system characteristics

were proposed. SVM print classifier was used for classi-

fying the questioned document as real or fake. One laser

printer, one inkjet printer and one scanner were used for

experimentation. The SVM classifier was evaluated with

the data sets prepared from the combination of all printers

and scanner. The classifier achieved an accuracy of 80%.

Kee and Farid (2008) modeled geometric deterioration

resulted due to document printing. Frequently occurring

letters were used for study. A simple scanner of 300 dpi

resolutions was used for scanning the documents.
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Document tampering detection and source identification

were achieved. A model based on a set of degraded char-

acters was presented. This printer profile was exploited for

source printer recognition and local manipulation detection

in a document. Proposed technique was capable to distin-

guish between printers of different make and model, but it

could not differentiate printers of the same make. Schulze

et al. (2008) examined the printed characters quality. It was

assumed that different printing techniques leave different

effects on the printed text. Textural and edge-based gray

level features were used. Low scan resolution scanners

were used that were usually used for high throughput

scanning systems used for document management systems

(DMS). The goal was to utilize the proposed features for

low-resolution document scans. Other aspects like paper

quality, ink type and document aging were ignored. Forty-

nine laser and 13 inkjet printers were evaluated. Examined

features performed better as compared to existing solu-

tions. But the appropriate feature set needs to be chosen for

different scan resolutions before use. The feature perfor-

mance was dependent on the selection of classifier. Basic

classification methods like decision trees provided high

classification accuracy.

Schreyer et al. (2009) used discrete cosine transform

(DCT) features to characterize photocopied, inkjet and laser

printed documents. This technique extracted statistical fea-

tures in the noise image, gradient image, the DCT image and

the multi-resolution wavelet image. Document image noise

was obtained by using mean, median and Gaussian filtering

techniques. Mean, standard deviation, correlation and mean

squared error were calculated from the original and de-noised

document image. Gradient analysis was performed for

extracting statistical information about fine image intensity

variations corresponding to character edges and noisy image

regions. Different gradient filters were applied, and gradient

histogram was calculated for each document image. Mean

and standard deviation are obtained for different histogram

intervals. DCT frequency analysis was performed using mean

and standard deviation of DCT coefficients. Multi-resolution

wavelet analysis was performed using the Haar, Daubechies

wavelets and Coiflets. Mean and standard deviation were

obtained at different scales of wavelet decomposition. These

features were used as feature vectors for machine learning

classifiers. Image classification was done using multilayer

perceptron (MLP) and SVM. The highest classification

accuracy was achieved using DCT frequency analysis and

SVM classification. It was 92.92% and 99.08% at 400 dpi

and 800 dpi, respectively.

Choi et al. (2009) proposed forensic analysis of wavelet

transform statistical analysis in the RGB and CMYK

images to identify the source of color documents. Color

laser printer identification scheme was presented for half-

tone images. Skewness, kurtosis and correlation features

were used to train a SVM classifier. Results were obtained

for a non-public dataset containing printouts from 9 dif-

ferent printers. Color printing techniques were different for

each brand. The images were categorized into 4 image sets

depending on the brand. The average classification accu-

racy achieved for color laser printer brand, color toner and

color laser printer model was 97.89%, 92.28%, and

80.24%, respectively. Van et al. (2009) detected document

irregularity. The text lines in questioned documents were

examined for disarrangements to detect tampering. A line

extraction algorithm was presented to detect the skew and

orientation. The effectiveness of the method was illustrated

on University of Washington-III (Phillips 1996) document

dataset. A total of 159 images from the dataset were con-

sidered for experimentation. The proposed technique was

evaluated against an available, open source, orientation

detection technique. The proposed method was more effi-

cient when tested for UW-I dataset and their own dataset.

The main advantage of the proposed method was that

orientation and skew were estimated in one step. Van et al.

(2013a) extended this technique. An automated approach

based on text-line rotation and alignment features was

proposed for the verification of documents. Experimental

evaluation of the proposed technique achieved the area

under curve of 0.89%. The proposed approach was useful

especially for high-volume documents due to its automatic

nature.

Jiang et al. (2010) proposed Benford’s law-based 9D

feature vector for printer forensics. The printer’s make and

model were detected using the Benford’s law. The first

digit probability distribution of DCT coefficients were

extracted from printed and scanned images. It was

emphasized that a good forensic feature should be inde-

pendent of the image content and it must be robust to the

random noise. The ideal classifier must have high effi-

ciency with less numbers of features. Proposed classifier

used only nine forensic features based on the Benford’s law

characteristics. The obtained printer identification rate was

94% for five distinct printer brands. Tsai et al. (2011) used

a similar strategy, but only the RGB color space was

considered. Similarly, Bertrand et al. (2013) examined font

similarity and deviations of characters in a questioned

document to detect document forgery. The character shapes

were compared, and the structural irregularities were

detected in the document. Two indicators were used to

identify forged documents. The extracted characters that

were many similar or much different in shape were iden-

tified. The detection of copied and pasted region was done

by character shape comparison. The difference between

two character shapes was a distance obtained between their

feature vectors. Binary low-resolution documents were

manipulated roughly for evaluation of the proposed tech-

nique. The used intrinsic features were computed from the
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characters of the document. The second goal was to detect

irregularities in the structure of the document. Character

misalignment, different character size, character position or

character orientation were examples of the inaccuracies.

Software was generated to create fraudulent document

images. Recall and precision values obtained for document

forgery detection were 0.77% and 0.82%, respectively.

Van et al. (2013b) classified printers based on yellow

point patterns in a document. These yellow dots were

specific to a particular printer manufacturer. Printer class

was detected by comparing two basic patterns from two

different document printouts. It was verified whether the

two printouts were from the same printer or not. Decoding

was done automatically to find the serial number, the time

and the date of the printed document. The document

dataset aimed on tracking patterns. These tracking patterns

were called Machine Identification Code. Proposed data-

base contained 1264 images printed from 132 printers.

Accuracy of 93% was achieved for printer classification.

The proposed pattern tracking scheme achieved an accu-

racy of 91.3% and 98.3% for comparison and decoding,

respectively. Gebhardt et al. (2013) used a similar approach

to examine the character edges. The documents were

characterized as either laser or inkjet based on the variance

in the pixel gray-level. Edge roughness was taken as the

major identity for a character printed by a printer. The

character edges were checked for the fluctuations in gray

levels. Local feature extraction based on optical character

recognition (OCR) as a preprocessing step was also pro-

posed. The Tesseract-OCR (Smith 2007) engine was used

to extract the characters. Proposed features were aimed to

identify a source for printed documents. These documents

were scanned at a very low-resolution (400 dpi) scanner.

No prior training was required for the classifier. A new

dataset with documents printed from different inkjet and

laser printers was generated. Each printer printed twenty

different content pages of type contracts, invoices and

scientific literature.

Li et al. (2018) have proposed a novel inkjet printer

source identification using a print sample. They studied 15

low-cost inkjet printers at a microscopic level. They con-

sidered four printer intrinsic features, dot size, dot density,

average distance to nearest dot and nearest dot sector. For

classification, they considered support vector machine

classifier and claimed to achieve reliable results.

3 Feature extraction techniques

Document authentication is usually based on feature

extraction. In this case, the examined document is the input

data. This data are processed to extract features for relevant

information required to characterize the used printer. The

classification of documents based on these features is the

output of the system. Two basic categories in document

examination are local and global features. Local features

examine and analyze the connected components (CCs) or

characters of the document (Amer and Goldstein 2012),

while global features examine the whole document at once.

We have used key printer noise features, oriented (FAST)

rotated BRIEF and speeded up robust features.

3.1 Key printer noise features (KPNF)

The proposed key printer noise features (KPNF) technique

uses global features such as noise and texture to classify the

documents printed by different printer resources. The noise

present in the printed document is the inherent character-

istic of the printer used. Figure 1 represents the noise and

edge images obtained for a sample document. These ima-

ges are used for feature extraction. This noise is extracted

and used for extraction of features such as mean and

standard deviation from the de-noising filers. Average,

Median, Gaussian and Weiner filters are used as de-noising

filters to obtain 8D features.

3.2 Speeded up robust features (SURF)

SURF is a local feature extraction method. For extracting

image feature key points, it utilized local invariant fast key

point detector and for extracting image feature descriptor,

it utilized distinctive descriptor. Key point-based technique

is very useful to overcome the limitations of the block-

based methods. Speeded up robust features (SURF) are

widely used to analyze images. SURF is a local feature

extraction method. Its computational complexity is low as

they follow a non-block approach. It utilized distinctive

descriptor (Cedillo-Hernandez et al. 2013) for extracting

image feature descriptor. It works by extracting the feature

key point from an image as per application. Next, the

orientation is assigned to these key points. The circular

orientation is assigned with respect to the interested key

points. Then, the squared area is tuned according to the

selected orientation. Lastly, Haar wavelet responses are

used to extract feature descriptor. An 8D feature vector is

extracted as a descriptor vector.

3.3 Oriented FAST rotated BRIEF (ORB)

ORB is another popular local feature extraction method. It

used FAST (Features from Accelerated Segment Test) key

point detector for extracting image feature key points. In

ORB, the Harris corner detector method is used to find out

best interested points from those which are detected by

FAST key point detector. It utilized Binary Robust Inde-

pendent Elementary Features (BRIEF) descriptor for
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extracting image feature descriptor (Vinay et al. 2015). The

direction of patch is used for rotation on binary test pat-

terns. The cost of computation is less as compared to SIFT

and SURF, but the magnitude is faster than SURF. ORB

extracts fewer but the topmost best features from an image.

For finding stable interesting key points in image using

FAST detector, it uses intensity of pixel value and

threshold value. ORB extracts the best features from an

image. Finally, an 8D feature vector is extracted as the

length of the descriptor vector similar to SURF. The ORB

algorithm has lower cost of computation and faster mag-

nitude as compared to the SURF algorithm.

4 Classifier selection

A classifier is an algorithm which uses a feature set as input

to train a model. A classifier generates a model after it has

been successfully trained by the training dataset. This

model is then used to classify the test data into their

respective classes. Binary or multi-class classifier may be

selected depending on the problem. Classifier parameters

are chosen or obtained to maximize the efficiency of the

classifier. Various classifier options available are (Kot-

siantis et al. 2007) as decision tree; support vector machine

(SVM); naive Bayes; Bayesian network (BN); artificial

neural network (ANN); K-nearest neighbors (KNN);

logistic regression; random forests, etc. The classifier is

Fig. 1 A sample of a original, b noisy, c logarithmic, d edge document image
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based on the requirement of the feature set to be classified.

High bias and low variance classifiers, e.g., naive Bayes

(Cestnik et al. (1987) are more suitable for smaller training

set. But, low bias/high variance classifiers, e.g., KNN

(Cover and Hart 1967) are beneficial when the training set

is large. High bias classifiers are not adequate to provide

exact models. A naive Bayes classifier will converge

quickly as compared to the logistic regression model and

thus require less data to train. It is fast and easy, but it can

not learn interactions between the features. Logistic

regression (Peng et al. 2002) is particularly useful when the

training data will be expected to increase in the future, and

it is to be quickly incorporated into the model. Decision

trees (Swain and Hauska 1977) are easy to interpret and

explain. They can handle feature interactions and are

nonparametric. The most interesting feature of BNs (Jensen

(1996), compared to decision trees or neural networks

(Foody et al. 1995), is that it takes into account the prior

information about a given problem, in terms of structural

relationships between its features. SVMs (Vapnik 1995)

offer high accuracy, avoid over fitting and can work well

even if data is not linearly separable in the base feature

space. But the choice of the kernel must be appropriate.

Random forests (Breiman 2001) are most popularly used

for problems in classification as they are fast, scalable and

no tuning of parameters is required as in SVMs. But the

conclusion is that better data often beat better algorithms.

Moreover, if the dataset is very huge, then speed or ease of

use must be the deciding parameters (Chen 2015). Some

important parameters while choosing a classifier should be

accuracy, efficiency, robustness, simplicity and size of the

model. A classifier works with the features extracted from

the image data. Initially, a large number of features are

extracted, but a number of features could be reduced. This

is called feature selection. Thus, feature preprocessing/re-

duction is done to reduce the computational cost of clas-

sification (Pereira et al. 2009). In present paper, the authors

have considered, k-NN, decision tree, and random forest

classifier for forensics documents examination. In the k-

nearest neighbor (k-NN) classifier, difference between the

candidate vector and stored vector are computed using

Euclidean distance. It is computed as:

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

XN

k¼1
xk � ykð Þ2

r

Here, N denotes the number of features; xk denotes the

value of the stored feature, and yk denotes the value of

candidate feature. A decision tree learning algorithm uses

the data characteristics for computing and decision making.

Each node represents the data attributes, and the leaf node

represents a classification. Usually these classifiers are used

to classify various sub-samples within the dataset. A ran-

dom forest is another classifier which eliminates the over-

fitting problem of decision tree. The meta-estimator that

fits the number of decision tree classifiers for an assembly

design is called random forest. The random forest improves

the recognition accuracy using mean values and control

over-fitting. In this paper, the recognition accuracy has

been further improved using a combination of classifiers

and majority voting scheme.

5 Adaptive boosting and aggregate
bootstrapping

5.1 Adaptive boosting (AdaBoost)

A classical problem faced during classification is the

selection of appropriate classifier. Selection of classifier is

a very critical task. Yoav Freund and Robert Schapire

proposed the AdaBoost algorithm to overcome this prob-

lem (Freund and Schapire 1996). It is a technique for

getting an efficient classifier out of weak classifiers. In this

approach, one classifier from the pool of classifiers is

extracted after M iterations to make a committee. All ele-

ments are assigned the same weight initially. The elements

in the data set are weighted for each iteration, according to

their relevance. Larger weights are assigned progressively

where the committee performance degraded. Further new

classifiers are added to the committee by predicting their

possible contribution to solving the tedious problems

(Rojas 2009). In this paper, we have used this methodology

for improving the classification results of printed

documents.

5.2 Bootstrap aggregating (bagging)

Another technique introduced by Breiman considers boot-

strap samples of objects and then trains the classifiers on

each sample. Then majority voting is used to make the

decision based on combined classifier votes. Experiments

proved that the classifier obtained using this technique

converts a weak classifier into an efficient one. Bootstrap

aggregating is an assembly algorithm that first generates

different samples of the training data set and creates a

classifier for each sample. The results of these multiple

classifiers are then combined (such as averaged or majority

voting). The aim of bagging is to estimate cluster label for

each observation for a given number of clusters K. In the

bootstrap aggregating (Breiman 1996), different learning

sets of the same size are formed using random technique

for replacement. Predictors are built for each new dataset

and combined by majority voting. The confidence of pre-

dictions for individual observations is made (Dudoit and

Fridlyand 2003). Kumar et al. (2018) have used adaptive

boosting and bootstrap aggregating techniques for
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improving the recognition accuracy of medieval hand-

written Gurmukhi manuscript.

6 Proposed system for forensic document
examination

This section elaborates the system design and flowchart for

the proposed Model. Figure 2 shows the system design for

the proposed work. Initially, the image features are

extracted. The image dataset is divided in training and

testing dataset. Then, the supervised training is performed

to obtain a classifier model and then testing is performed to

evaluate this system.

Algorithm

Step 1 Input digital image of printed text document

Step 2 Extract feature descriptor vector using KPNF,

ORB and SURF features for each image in

dataset

Step 3 Use Average, Median, Gaussian and Weiner

filter as de-noising filters. Mean and standard

deviation from the de-noising filtered images are

extracted to obtain 8D KPNF features

Step 4 Extract ORB and SURF features from the

images

Step 5 Use K-means clustering algorithm to generate K

numbers of clusters for every descriptor vector.

Compute the mean of every cluster

Step 6 Use LPP dimensionality reduction algorithm to

reduce the feature vector dimensions,

48-dimensional feature vectors is reduced to 8

for both ORB and SURF

Step 7 KPNF, SURF and ORB feature vectors are

stored in a database for training and testing

purpose

Step 8 Train the proposed system using features

extracted in the previous step and apply k-NN,

decision tree, random forest and majority voting

for the classification task

Step 9 Predict the class of questioned documents, by

submitting their KPNF, ORB and SURF features

to the trained classifier

Step 10 Return the class of printer as output for the

questioned document

7 Experimental results

The experimental results of the proposed model are

obtained using an existing document dataset (Gebhardt

et al. 2013) as shown in Fig. 2. This dataset contains

printed documents from 20 inkjet and laser printers as

listed in Table 1. Fifty documents per printer are taken into

consideration. Document of three categories, i.e., contract,

invoice and scientific papers, is included in the dataset. All

documents printed by a printer are unique. A subset of 07

Train using k-NN, Decision Tree, 
Random Forest and Majority Voting

Testing of Classifier Model

Features from training 
dataset Features from testing 

dataset

Test Results
Classifier Model

Predict and classify the document 
image

Extract 8D KPNF, 8D ORB and 8D SURF features

Improve classification results using Adaptive 
Boosting and Bootstrap Aggregating

Document Database
Fig. 2 Block diagram of

proposed document forensics

examination system
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inkjet printers and 13 laser printers are considered for

performance evaluation of the proposed system. For this

purpose, the features are extracted from each document

image. For experimental results, the entire dataset is par-

titioned into training dataset and testing dataset. In used

partitioning strategy, 80% data are taken as training dataset

and remaining data are taken as testing dataset. Fivefold

cross-validation technique is also used to assess the

effectiveness of the proposed system. Four classifiers,

namely k-NN: C1, decision tree: C2, random forest: C3 and

majority voting: C4, are considered in this work in order to

classify the data. All experimental results are computed

using i7 processing with 8 GB RAM. For classification, an

open source WEKA tool is considered in the present work.

A few samples of documents printed using inkjet and

laser printers are depicted in Figs. 3 and 4, respectively.

7.1 Recognition accuracy using various features
and classifiers

The experiments are conducted using KPNF-, ORB- and

SURF-based features independently and then using their

integration. Classifier-wise recognition accuracy is depic-

ted in Table 2. As depicted in this Table 2, maximum

recognition precision of 91.5 has been achieved using

random forest classifier with a combination of KPNF ?

ORB ? SURF features. Experimental results based on

precision rate, RMSE and ROC are graphically presented

in Figs. 5, 6 and 7, respectively.

7.2 Recognition accuracy using bootstrap
aggregating

In this sub-section, recognition results based on bootstrap

aggregating are presented. Classifier-wise recognition

results using bootstrap aggregating are depicted in Table 3.

As shown in Table 3, maximum precision of 88.0% has

been achieved using a combination of KPNF ? SURF

using majority voting as a classifier. Experimental results

based on precision rate, RMSE and ROC using bootstrap

aggregating are graphically presented in Figs. 8, 9 and 10,

respectively.

Table 1 Printers used for experimental work

Category Inkjet/laser jet Make

a Inkjet Officejet 5610

b Inkjet Epson Stylus Dx 7400

c Inkjet Unknown_1

d Inkjet Canon MX850

e Inkjet Canon MP630

f Inkjet Canon MP64D

g Inkjet Unknown_2

h Laser Samsung CLP 500

i Laser Ricoh Aficio MPC2550

j Laser HP LaserJet 4050

k Laser OKI C5600

l Laser HP LaserJet 2200dtn

m Laser Ricoh Afico Mp6001

n Laser HP Color LaserJet 4650dn

o Laser Nashuatec DSC 38 Aficio

p Laser Canon LBP7750 cdb

q Laser Canon iR C2620

r Laser HP LaserJet 4350

s Laser HP LaserJet 5

t Laser Epson Aculaser C1100

Fig. 3 Samples of documents printed with inkjet printer
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Fig. 4 Samples of documents printed with laser printer

Table 2 Experimental results using various features and classifiers

Number of Features Precision rate (%age) RMSE (%age) ROC (%age)

C1 C2 C3 C4 C1 C2 C3 C4 C1 C2 C3 C4

KPNF (8) 60.0 54.5 61.0 61.5 19.7 19.7 16.5 19.6 79.1 80.9 95.2 79.6

ORB (8) 60.5 48.5 66.5 65.0 19.7 20.8 15.4 18.7 75.9 78.2 91.1 81.6

SURF (8) 64.5 52.5 76.5 74.5 18.8 17.6 13.6 15.9 80.1 88.9 98.2 86.5

KPNF (8) ? ORB (8) 51.0 62.5 72.5 67.0 21.8 17.9 14.7 18.2 74.2 83.5 96.9 82.6

KPNF (8) ? SURF (8) 67.5 79.5 88.5 88.0 17.8 13.4 10.9 10.9 82.7 93.0 99.3 93.7

ORB (8) ? SURF (8) 57.0 72.5 80.5 76.5 20.5 15.9 13.2 15.3 77.2 89.0 98.7 87.5

KPNF(8) ? ORB (8) ? SURF (8) 59.5 80.5 91.5 85.5 19.9 13.0 11.7 12.0 78.5 91.8 99.5 92.3

Fig. 5 Precision rate using various features and classifiers
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7.3 Recognition accuracy using adaptive
boosting

Next set of experiments has been carried out with adaptive

boosting methodology as presented in Table 4. It has been

observed that the random forest classifier-based integration

of KPNF ? SURF ? ORB when combined with adaptive

boosting methodology achieved 94.0% precision rate.

Experimental results based on precision rate, RMSE and

ROC using adaptive boosting are graphically presented in

Figs. 11, 12 and 13, respectively.

Maximum recognition accuracy of 95.1% has been

achieved using a combination of KPNF ? SURF ? ORB

features and adaptive boosting methodology with random

forest classifier. The confusion matrix for this case (a

combination of KPNF ? SURF ? ORB features and

adaptive boosting methodology with random forest classi-

fier) is depicted in Table 5.

Fig. 6 RMSE using various features and classifiers

Fig. 7 ROC using various features and classifiers
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Table 3 Experimental results using bootstrap aggregating

Number of features Precision rate (%age) RMSE (%age) ROC (%age)

C1 C2 C3 C4 C1 C2 C3 C4 C1 C2 C3 C4

KPNF (8) 60.0 60.0 62.0 62.5 17.4 17.0 16.7 16.4 89.4 93.6 95.6 90.7

ORB (8) 58.0 57.5 63.5 65.0 18.9 17.2 16.2 16.8 79.1 88.0 90.8 86.2

SURF (8) 61.0 59.0 72.0 74.0 17.6 16.1 14.2 14.8 88.3 92.9 97.8 93.6

KPNF (8) ? ORB (8) 52.5 69.0 64.5 69.5 18.8 15.1 15.8 14.9 83.3 93.9 93.7 91.2

KPNF (8) ? SURF (8) 67.0 82.0 83.5 88.0 15.7 11.6 11.6 9.4 90.2 97.4 98.1 98.3

ORB (8) ? SURF (8) 55.0 73.0 76.5 81.0 18.9 13.9 13.8 12.0 82.3 95.7 97.6 96.4

KPNF(8) ? ORB (8) ? SURF (8) 58.0 84.0 83.5 87.5 17.8 10.5 12.8 8.8 88.3 97.6 97.3 98.7

Fig. 8 Precision rate using bootstrap aggregating

Fig. 9 RMSE using bootstrap aggregating
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Fig. 10 ROC using bootstrap aggregating

Table 4 Experimental results using adaptive boosting

Number of features Precision rate (%age) RMSE (%age) ROC (%age)

C1 C2 C3 C4 C1 C2 C3 C4 C1 C2 C3 C4

KPNF (8) 59.5 61.0 62.0 62.5 19.9 17.54 18.8 17.9 77.3 91.3 86.6 91.8

ORB (8) 60.0 63.0 64.5 65.7 19.9 17.62 18.3 17.9 79.4 91.0 87.6 91.4

SURF (8) 62.0 52.5 75.5 70.5 19.0 20.12 14.9 16.6 79.8 89.8 93.1 91.6

KPNF (8) ? ORB (8) 51.0 71.5 74.0 73.5 21.9 15.37 14.5 15.8 74.2 94.5 96.9 93.7

KPNF (8) ? SURF (8) 67.5 85.0 91.0 91.0 17.8 11.94 10.8 9.3 82.7 98.0 99.3 99.0

ORB (8) ? SURF (8) 57.0 77.5 80.0 83.0 20.5 14.61 13.1 12.6 77.2 94.9 98.7 97.4

KPNF(8) ? ORB (8) ? SURF (8) 59.5 85.0 94.0 91.5 19.9 11.63 11.5 8.6 78.5 98.8 99.7 99.5

Fig. 11 Precision rate using adaptive boosting
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8 Comparison with the state-of-the-art work

The comparison of the present work is done with the state-

of-the-art methods based on GLCM (Mikkilineni et al.

2005a), DWT (Choi et al. 2009), GLCM-DWT (Tsai and

Liu 2013), Cross Center-symmetric LTP (CCSLTP) (Fu

and Yang 2012), multi-directional GLCM (GLCM MD)

(Ferreira et al. 2015) and multi-directional multi-scale

GLCM (GLCM MD MS) (Ferreira et al. 2015). The clas-

sification accuracy of these algorithms is listed in Table 6

and Fig. 14, respectively.

9 Inferences

In this paper, a passive model for source printer identifi-

cation is proposed. It is based on key printer noise features

(KPNF), speeded up robust features (SURF) and oriented

fast rotated and BRIEF (ORB). Size of SURF and ORB

descriptor require a high memory space for storing fea-

tures. Therefore, a K-means clustering and LPP are used.

K-means reduce the descriptor into 64 clusters and LPP

reduce into 8 components each for SURF and ORB fea-

tures. The proposed model based on KPNF ? ORB ?

SURF can efficiently classify the questioned documents to

Fig. 12 RMSE using adaptive boosting

Fig. 13 ROC using adaptive boosting
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their respective printer class as compared to state of art.

Experimental results have affirmed the viability of the

proposed approach and proved the characteristic

advantages

Four classifiers, namely k-NN: C1, decision tree: C2,

random forest: C3 and majority voting: C4, are experi-

mented for classification task. Authors improved the

accuracy of 1.7% with the proposed system using adaptive

boosting and bootstrap aggregating methodologies. Finally,

a precision rate of 95.1% has been achieved using a

combination of KPNF ? SURF ? ORB features and

adaptive boosting methodology with random forest classi-

fier. Integration of features has enhanced the accuracy and

precision of the proposed system with added advantage of

low dimensionality.

Table 5 Confusion matrix for KPNF ? SURF ? ORB features and adaptive boosting methodology with random forest classifier

Classified as a b c d e f g h i j k l m n o p q r s t

Canon_iR_C2620 a 9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Canon_LBP7750_cdb b 0 7 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Canon_MP630 c 0 0 12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Canon_MP64D d 0 0 0 9 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0

Canon_MX850 e 0 0 0 0 8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Epson_Aculaser_C1100 f 0 0 0 0 0 8 0 1 0 0 1 0 1 0 0 0 0 0 0 0

Epson_Stylus_Dx_7400 g 0 0 0 0 0 0 6 0 0 0 0 0 0 0 0 0 0 0 0 0

HP_Color_LaserJet_4650dn h 0 0 0 0 0 0 0 8 0 0 0 0 0 0 0 0 0 0 0 0

HP_LaserJet_2200dtn i 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0

HP_LaserJet_4050 j 0 0 0 0 0 0 0 0 0 11 0 0 0 0 0 0 0 0 0 0

HP_LaserJet_5 k 0 0 0 0 0 0 0 0 0 0 12 0 0 0 0 0 0 0 0 0

Hp_LaserJet4350 o.4250 l 1 0 0 0 0 0 0 0 0 0 1 9 0 0 0 0 0 0 0 0

Nashuatec_DSC_38_Aficio m 0 1 0 0 0 0 0 0 0 0 0 0 9 0 0 0 0 0 0 0

Officejet_5610 n 0 0 0 0 0 0 0 0 0 0 0 0 0 16 0 0 0 0 0 0

OKI_C5600 o 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5 0 0 0 0 0

Ricoh_Aficio_MPC2550 p 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 11 0 0 0 0

Ricoh_Afico_Mp6001 q 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 10 0 0 0

Samsung_CLP_500 r 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 14 0 0

Unknown_1 s 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 12 0

Unknown_2 t 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 8

Table 6 Comparison with state-

of-the-art work
Feature extraction technique Feature size (1-D) Accuracy (%)

GLCM 12 86.2

DWT 22 90.6

GLCM-DWT 34 93.4

CCSLTP 128 57.8

GLCM MD 176 93.0

KPNF (8) 8 62.5

ORB (8) 8 65.9

SURF (8) 8 75.5

KPNF (8) ? ORB (8) 16 74.4

KPNF (8) ? SURF (8) 16 91.3

ORB (8) ? SURF (8) 16 83.2

KPNF(8) ? ORB (8) ? SURF (8) 24 95.1
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