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Abstract. One of the effective text categorization methods for learning the large-scale data and the accumulated data is incremental learning.
The major challenge in the incremental learning is improving the accuracy as the text document consists of numerous terms. In this research,
a incremental text categorization method is developed using the proposed Spider Grasshopper Crow Optimization Algorithm based Deep
Belief Neural network (SGrC-based DBN) for providing optimal text categorization results. The proposed text categorization method has
four processes, such as are pre-processing, feature extraction, feature selection, text categorization, and incremental learning. Initially, the
database is pre-processed and fed into vector space model for the extraction of features. Once the features are extracted, the feature selection
is carried out based on mutual information. Then, the text categorization is performed using the proposed SGrC-based DBN method, which is
developed by the integration of the spider monkey optimization (SMO) with the Grasshopper Crow Optimization Algorithm (GCOA) algorithm.
Finally, the incremental text categorization is performed based on the hybrid weight bounding model that includes the SGrC and Range degree
and particularly, the optimal weights of the Range degree model is selected based on SGrC. The experimental result of the proposed text
categorization method is performed by considering the data from the Reuter database and 20 Newsgroups database. The comparative analysis
of the text categorization method is based on the performance metrics, such as precision, recall and accuracy. The proposed SGrC algorithm
obtained a maximum accuracy of 0.9626, maximum precision of 0.9681 and maximum recall of 0.9600, respectively when compared with the
existing incremental text categorization methods.
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1. Introduction

The rapid growth of the internet has increased the number of documents available online. Nowadays countless
documents are available online, and some of the regular documents include technical reports, newspaper, research
articles, and journal papers, etc. A text cloud [10] is a visualization of word frequency in a given text as a weighted
list. These text documents are more valuable and useful [23]. Effective retrieval methods are required for the
enormous number of documents. One of the active and important areas in information retrieval technology is Text
Classification. The documents are categorized into a predefined categories depending on the contents using Text
Classification [30]. In the Text Classification, the valuable information are extracted from diverge and numerous
online textual documents [9]. TC is a data mining approach that used in the applications, like news monitoring,
spam and legitimate email filtering as well as for searching information that are useful on the web. The main
aim of the Text Classification is the classification of the document into set of category by extracting the valuable
information from unstructured textual resource [2]. The massive information in the text documents made text
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mining a tedious process. The derived linguistic features from the text are used in the process of text mining.
Various algorithms are developed for handling the classification of text and to increase the efficiency [22].

Text categorization helps in the detection of fraudulent documents, filtering the spam mails, analyzing the sen-
timents and for spotting the topics [35]. The text classification is used in the domains, such as email filtering [32],
type of the subject or topic [12], SMS spam filtering [8], personality prediction [18], author identification [5],
sentiment analysis [20] and web page classification [24]. The text document is categorized based on the features
extracted from the documents [21]. Text classification is one of the significant tasks in the supervised Machine
Learning (ML) [6,7]. The most commonly used ML techniques for the classification of the text are Naive Bayes
(NB) [4], associative classification (AC) [11], K-nearest neighbor (KNN), Random Forest (RF) [34], and support
vector machine (SVM) [15]. The intelligence data, which contains a large number of data are enhanced with the In-
cremental learning algorithms. The algorithms employed for the categorization of the text are Neural networks and
Decision trees [19]. For determining the issues from online social media, the Kullback Leibler Distance (KLD)
is used by the incremental text classifier [33]. Enhanced incremental learning performance is provided through
the text classification using the Naive Bayes. Although the solutions from the categorization are quite easier and
effective, the complication lies in the estimation of certain parameters [16].

The vector space is used for designing the documents in the text categorization in which every word is considered
as a feature. The values of the features in the vector space model (VSM) are termed as term frequency-inverse
document frequency (TF-IDF) or word frequency. The addressing of feature space with large dimensionality is the
major issue in text categorization. The classification accuracy is degraded, and the computational time is maximized
due to the large set of features. Thus, the dimensionality of the feature space of text is minimized by the effective
selection and the extraction of the features. The feature extraction is done by converting or integrating the original to
produce new feature set. The minimization of the space dimension is carried out by selecting the most protuberant
feature [25]. The feature selection methods are classified into three types, such as embedded, wrapper, and filters.
Various filter mechanism developed for the text categorization is Chi-square (χ2), Information Gain (IG), and
Document Frequency (DF) [41]. The term dependencies are captured by employing the N-gram language model
that is trained based on the corpus. The Jeffreys-Multi Hypothesis (JMH) divergence is one of the feature selection
methods used for the effective categorization of text [36].

The major intention of this research is to develop a technique for incremental text categorization using the
proposed classifier. Initially, text categorization is initiated using the pre-processing step, which is applied to the
database. Then, the pre-processed data is fed to the VSM for the extraction of the features. Once the features are
extracted, the selection of the features are evaluated based on the mutual information. These features altogether
represent the feature vector and forms as the input to the text categorization model. The text categorization is per-
formed using the proposed Spider Grasshopper Crow Optimization Algorithm-based Deep Belief Neural network
(SGrC-based DBN). The proposed SGrC is developed with the integration of SMO [3] with the GCOA, and the
proposed SGrC algorithm trains the DBN. Finally, the incremental text categorization is performed depending on
the hybrid weight bounding model.

The main contributions of the research are:
Proposed SGrC-based DBN: The proposed SGrC is developed by the integration of the SMO algorithm with

the GCOA, which further boosts the optimization searchability and diversity. The DBN is trained for the incremen-
tal categorization, where the proposed SGrC algorithm optimally tunes the internal model parameters of DBN.

The organization of the research is as follows: Section 1 introduces the text categorization, Section 2 discusses
the text categorization methods, Section 3 explains the Incremental text categorization using proposed SGrC-based
DBN, Section 4 discusses the result of the proposed SGrC-based DBN method, and Section 5 concludes the paper.

2. Motivation

This section explains the existing incremental text categorization methods along with the advantages and the
limitations. Moreover, the challenges faced during the incremental text categorization methods are also discussed.
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2.1. Literature review

The review of the existing works is explained in this section. Ranjan and Prasad [26] developed a hybrid fuzzy
neural network for the classification of text. In this method, the space dimensionality was reduced using the entropy
model. The Back Propagation Lion Neural Network was modified with the fuzzy bounding method in which
the neuron weights were determined with the Lion Algorithm. The classification was performed using the error
estimate without the consideration of old instances. However, the classification efficiency needs to be enhanced. Xu
et al. [40] designed ISVM based on Markov resampling (MR-ISVM). This method explained the influence of the
sampling methods on the ISVM’s learning performance. Although this method had small misclassification rates and
low sampling time, it failed to overcome the multiclass classification problem. Sanghani and Kotecha [28] modelled
an incremental personalized email spam filter for the classification of text. Initially, the discriminating features
were selected by applying the category ratio and frequency difference. Then, the discrimination function was
updated dynamically using the incremental learning model. Finally, the features were obtained using the selection
Rank Weight-based heuristic function. This method reduced the false-positive error and improved the classification
accuracy. However, this method failed to make unique classification decisions for different filters. Park and Kim
[25] developed a hierarchical classification for incremental class learning using the adaptive resonance theory-
supervised predictive mapping (ARTMAP). The input data that are sequentially added and had different classes
were learned incrementally using ARTMAPHC. The class dependency was reflected by adopting prior labels
appending process for the hierarchy level. This method did not consider any particular knowledge domain for
the classification of new data.

Shan et al. [31] developed Learn, an incremental learning method for the classification of text. The text features
were extracted for predicting the text category using the neural network model. The reinforcement learning module
was used for filtering the predictions. Although this method provided text classification on different datasets, it
failed to use RL algorithms for the implementation of the Teacher model. Wohlwend et al. [39] designed a dynamic
classification of text using metric learning. This method prevented the overlapping of label sets by combining the
low-resource training data. However, this method failed to explore the Wasserstein distance and label entailment.
Srivastava et al. [34] designed a machine learning model for the classification of text. The performance of the
classifier was improved using the different aspects, such as term frequency-inverse document frequency (TF-IDF),
latent semantic indexing, and bag of words (BOW) for the selection of features. Although the classifier interface
along with the feature extraction was easy to adapt, it did not had large data types. Jiang et al. [14] developed
a hybrid model that depends on softmax regression for the classification of text. The text classification was done
through the softmax regression, whereas the sparse matrix and high dimensional problems were solved using DBN.
This method avoided the optimization in the indirect route

2.2. Challenges

The challenges of the research are:

• In the study by Srivastava et al. [34], the method did not intend to justify with datasets. The challenge lies in
the understanding the behaviour of machine learning using various types of the classifier.

• The challenge in the MR-ISVM method is solving the multiclass classification problems, concept drift besides
studying the learning performance of the ISVM and MRISVM for the regression based on Markov resampling
and nonlinear prediction models, respectively [40].

• Although the incremental learning model reduced the false-positive error and improved the classification
accuracy, the main challenge lies in solving the multi-class classification problems [28].

• The challenge in the Learn method lies in forming ensemble classifiers that depend on the dataset distribution
for the Student models and using specific RL algorithms for the implementation of the Teacher Model [31].

• The Incremental text categorization-based GCOA method achieved high efficiency and accuracy, but the chal-
lenge lies in the determination of relevant information from a large datasets due to the diversity of the conver-
sational language.
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Fig. 1. Block diagram of the text categorization using proposed SGrC based DBN.

3. Text incremental categorization using proposed SGrC-based deep belief neural networks

This section describes the text categorization method using the proposed SGrC-based DBN. Initially, the redun-
dant and inconsistent words are eliminated from the documents in the pre-processing phase using the stop word
removal and stemming process. The pre-processing process is followed by the feature extraction process in which
the VSM is used for extracting the TF-IDF. Then, the best features are selected from the extracted features for
performing text categorization. The text categorization is done using the proposed SGrC algorithm, which is the
integration of the SMO algorithm [3] into the GCOA. The proposed SGrC algorithm trains the DBN for the cate-
gorization of the text. Finally, the incremental text categorization is done depending on the hybrid weight bounding
model. The SGrC algorithm determines the optimal weights for the Range degree model. Figure 1 shows the block
diagram of the proposed text categorization method using SGrC based DBN.

Let us assume a document B with different attributes as,

B = {Bc,d}; (1 � c � C)(1 � d � D) (1)

where, the data points and the total number of attributes are represented as, C and D. In the database B, the
document with the dth attribute in cth data is denoted as, Bc,d .

3.1. Pre-processing

The redundant words in the text documents are removed by the pre-processing process. There are two main
pre-processing steps, such as Stop word removal and Stemming. The pre-processing phase is done in the input
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document for smoother processing. The text documents that contain the redundant phrases and words are removed
as the text documents with larger sizes are affected by the text categorization process. Thus, it is important to
remove the inconsistent and redundant words through pre-processing.

i) Stop word removal. The words, such as preposition, articles, or pronouns used in the sentence are known as
stop words. Before the data processing, the stop words are filtered out. In this step, the noise in the data is reduced
by eliminating the non-information behavior words. The removal of the stop word enables faster processing and
avoids the large-space accumulation for effective results. In this method, the stop words, like nouns and verbs are
removed from the document.

ii) Stemming. The words are transformed into their stems using the stemming process. The word that has the same
concept is utilized in large documents. The technique of reducing the word to its root word is defined as stemming.
For example, the word ‘agree’ is related to the words, such as agree, disagree and agreeing. The stemming does
not require the suffix list, and in addition, it is easier to use and compact. The words that are non-meaningful from
the roots of the language are eliminated in the stemming method.

3.2. Extraction of features using vector space model for text categorization

This section explains the features extracted from the input document. The complexity for analyzing the document
is reduced if the documents are represented in terms of feature set. Thus, for the effective document verification,
highly relevant features are extracted to obtain the feature vector. In this research, significant feature, such as the
TF-IDF feature is extracted from the documents through the vector space model (VSM) for better categorization
of the text. The text documents are represented as vectors using the VSM [17]. The VSM is the algebraic model
applied for various applications, like filtering the information, retrieving the information, relevant ranking, and
indexing. Thus, the TF-IDF feature extracted from the documents with the help of VSM is explained below:

3.2.1. Computation of the occurrence of words by the extraction of the TF-IDF features
The occurrence of the each and every word in the document is determined by the TF computation, whereas the

words that rarely occur in the document is determined using IDF. The equation formulated from the TF-IDF is
given as,

QR(ST U) = Q(ST ) × R(SU) (2)

where, the rate of occurrence of words in the document is termed as, Q(ST ), the frequency of computation of the
important words that occurs in the document rarely is termed as, R(SU), the total number of words and the total
number of documents is represented as, U and S, where (1 � T � U ). The IDF equation is given as,

R(SU) = log
|U |

1 + |{T ∈ U : S ∈ T }| (3)

3.3. Feature selection for categorizing texts

The information gain is applied for selecting the significant features from the extracted features. The feature
selection process enhanced the classifier performance along with the reduction in the search space dimension. It
also minimized the size of the index.

3.3.1. Selection of relevant features using information gain
One of the popular methods employed in the selection of the relevant features for the categorization of text in

the text document data is the information gain [38]. The information theory is the idea behind the information gain.
The information gain for the term k̃ is given as,

IG(
↔
k ) = −

|C̄|∑
y=1

P(xi) log P(xi) + P(k̂)

|C̄|∑
y=1

P(xi/k̂) log P(xi/k̂) + P(k̄) ×
|C̄|∑
y=1

P(xi/k̄) log P(xi/k̄) (4)
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where, probability of the ith category xi is denoted as, P(xi). The probability of the appearance and the absence of
the term k̂ in the document is given as, P(k̂) and P(k̄), ith category conditional probability for the appearance of
the term k̂ in the document is given as, P(xi/k̂) and ith category conditional probability for the absence of the term
k̃ in the document is given as, P(xi/k̄). Depending on the number of documents, the feature vector is represented
as,

r̂ = [B̂ × ĵ ] (5)

where, the total number of documents and the unique word count are represented as, B̂ and ĵ .

3.4. Proposed SGrC based DBN for the text categorization

This section illustrates the text categorization process using the proposed SGrC-based DBN. The equivalent
class of the query is determined, and the weight of the DBN is updated by the proposed SGrC-based DBN during
the arrival of the new query. The optimal weights are obtained by training the DBN [13] using the proposed
SGrC method, and the DBN provides accurate results. The proposed SGrC is developed by the integration of the
SMO algorithm and the GCOA. The GCOA provides an effective categorization of text as it is obtained by the
combination of the GOA and CSA algorithm. The GOA solves the optimization problems by obtaining the best
solution besides balancing the exploration and exploitation. The drawback of the GOA is the poor convergence
rate. The CSA algorithm provides a better convergence rate. Thus, the GCOA resolves the issues of both the
GOA and CSA by integrating them. On the other hand, the SMO algorithm depends on the social behavior of the
spider monkeys. The distance of the food source is estimated by updating the food source, and the feature score is
determined by updating the location of the local and global leader group members. The proposed SGrC algorithm
provides accurate results by tuning the weights of DBN.

3.4.1. Architecture of DBN classifier
The DBN consists of Restricted Boltzmann Machines (RBMs) layers and Multilayer Perceptrons (MLPs) layers

that are connected with the weights [34]. The RBMs consist of visible layer and hidden layer, whereas the MLPs
consist of the input layer, hidden layer and output layer. Figure 2 shows the architecture of the DBN classifier for
the determination of incremental text categorization.

The features from the database is given as the input to the RBM_1 visible layer which is represented as,

u1 = {
u1

1, u
1
2, . . . , u

1
k, . . . , u

1
m

}; 1 � k � m (6)

where, the mth visible neuron in the RBM_1 layer is represented as, r1
m. The RBM_1 hidden layer is represented

as,

o1 = {
o1

1, o
1
2, . . . , o

1
z, . . . , o

1
n

}; 1 � z � n (7)

where, the zth hidden neuron in the RBM_1 layer is represented as, o1
z and the total hidden neurons are represented

as, n. The weight in the RBM_1 layer is represented as,

χ1 = {
χ1

k,z

}; 1 � k � 12; 1 � z � n (8)

where, the weight within the zth hidden neuron and kth visible neuron is represented as,
χ1

k,z. The output of the RBM_1 is represented as,

o1 = {
o1
z

}; 1 � z � n (9)
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Fig. 2. Architecture of DBN classifier.

where, o1
z = β[a1

z + ∑
k u1

kχ
1
k,z] in which β denotes the activation function and the o1

z is the RBM_1’s output

vector, the bias of the zth hidden neuron is represented as, a1
z . The input to the RBM_2 is the output from the

RBM_1. In the RBM_2, the visible layer is given as,

u2 = {
u2

1, u
2
2, . . . , u

2
n

} = {
o1
z

}; 1 � z � n (10)

In the RBM_2, the hidden layers and the weight vectors are represented as,

o2 = {
o2

1, o
2
2, . . . , o

2
z, . . . , o

2
n

}; 1 � z � n (11)

χ2 = {
χ2

zz

}; 1 � z � n (12)

where, the weight between the zth hidden neuron and zth visible neuron in the RBM_2 is represented as, χ2
zz. The

hidden layer output from the RBM_2 is given as,

o2 = {
o2
z

}; 1 � z � n (13)
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where, o2
z is the output of the zth hidden neuron in RBM_2, which is given as, o2

z = β[a2
z + ∑

k u2
kχ

2
zz]∀u2

k = o1
z .

The MLP layer’s input is represented as,

h = {h1, h2, . . . , hz, . . . , hn} = {
o2
z

}; 1 � z � n (14)

where, the input layer neurons are represented as, n. The above equation is given as the input to the MLP’s hidden
layer. The output of the MLP’s hidden layer is represented as,

w = {w1, w2, . . . , wI , . . . , wU }; 1 � I � V (15)

where, the bias of the oth hidden neuron is given as, no and the number of the hidden neurons in the MLP layer is
given as, M . The output layer of the MLP is given as,

Z = {Z1, Z2, . . . , Ze, . . . , Zf }; 1 � e � f (16)

where, the neurons in the output layer are represented as, f . The two-weight vector in the MLP layer is given as,

χ ′ = {
χ ′

ze

}; 1 � z � n; 1 � e � V (17)

χ ′′ = {
χ ′′

Ie

}; 1 � I � M; 1 � e � f (18)

where, the weight within the hidden layer and the output layer is denoted as, χ ′′, the weight within the eth hidden
neuron and the zth input neuron is represented as, χ ′

ze. The weight between the input layer and the hidden layer is
given as, χ ′. The output from the MLP’s hidden layer is given as,

wo =
[

n∑
z=1

χ ′′
zI ∗ Xz

]
Oe ∀Xz = o2

z (19)

where, the hidden neuron’s bias is given as, Oe. The final output vector of the DBN is given as,

Ze =
V∑

I=1

β ′′
eI ∗ we (20)

The output vector is obtained from the hidden layer’s output and the weight, ω′′. In the above equation, the
weight between the oth output neuron and the Oth hidden neuron is represented as, ω′′′

oO , the hidden layer’s output
is represented as, no.

3.4.2. Training DBN using SGrC algorithm
This section discusses the proposed SGrC algorithm for training the DBN. The SGrC algorithm is developed by

integrating the SMO algorithm in the GCOA algorithm. The optimal text categorization results are provided by the
proposed SGrC-based DBN method. Finally, the incremental text categorization is developed based on the hybrid
weight bounding model that includes the SGrC and Range degree and particularly, SGrC aims at the selection of
the optimal weights for the Range degree model. The algorithmic description of the proposed SGrC algorithm is
as follows:

(a) Initialization. Initially, the weights of the DBN are randomly initialized as,

W = {W1,W2, . . . ,Wl, . . .Wβ}; 1 < l � β (21)

where, the total weights are represented as, β.
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(b) Estimation of error. The output is obtained by applying the selected features, K and weight, W to the DBN.
The sum of the squares of the network’s current output is the output error. The network is trained using the output
label, which is represented as,

Mτ+1 = 1

A

A∑
v=1

[
Fτ

v − Lτ
v

]
(22)

where, total data samples, predicted output and the estimated output at current iteration is represented as, Lτ
v and

Fτ
v .

(c) Weight update using proposed SGrC. The weight is updated based on the proposed SGrC algorithm, and the
equation is derived based on the weights obtained from integrating the GCOA algorithm and the SMO algorithm.
According to the GCOA algorithm derived in the previous work, the weight obtained is denoted as,

Wi(τ + 1) = ri × Ji(τ )

ri × Ji(τ ) − 1
c

(
N∑

j=1
j �=i

c
Eg − Fg

2
s
(∣∣bg

j − b
g
i

∣∣)bj − bi

gi,j

)
+ Wi(τ)

ri × Ji(τ )

[
ri × Ji(τ ) − 1

]
(23)

where, the upper and the lower bound in the gth dimension is given as, Eg and Fg , the decreasing coefficient and
the social forces are denoted as c and s, In the gth dimension, the position of the ith and j th grasshopper is denoted
as, b

g
i and b

g
j . The distance between ith grasshopper and j th grasshopper is given as, gi,j . At the current iteration

τ , position of the crow and flight length of ith dimension is given as, Wi(τ) and Ji(τ ). According to the SMO
algorithm, the weight obtained is given as,

Wi(τ + 1) = Wi(τ) + P(0, 1)
(
H − Wi(τ)

) + P(−1, 1)
(
Wj(τ) − Wi(τ)

)
(24)

Wi(τ + 1) = Wi(τ) + P(0, 1)H − P(0, 1)Wi(τ ) + P(−1, 1)Wj (τ) − P(−1, 1)Wi(τ ) (25)

Wi(τ + 1) = Wi(τ) + (
1 − P(0, 1) − P(−1, 1)

) + P(0, 1)H + P(−1, 1)Wj (τ) (26)

Wi(τ) = Wi(τ + 1) − P(0, 1)H − P(−1, 1)Wj (τ)

1 − P(0, 1) − P(−1, 1)
(27)

Substituting in Eq. (23), we get

Wi(τ + 1) = ri × Ji(τ )

ri × Ji(τ ) − 1
c

(
N∑

j=1
j �=i

c
Eg − Fg

2
s
(∣∣bg

j − b
g
i

∣∣)bj − bi

gi,j

)

+ Wi(τ + 1) − P(0, 1)H − P(−1, 1)Wj (τ)

1 − P(0, 1) − P(−1, 1)

ri × Ji(τ ) − 1

ri × Ji(τ )
(28)

Wi(τ + 1) = ri × Ji(τ )

ri × Ji(τ ) − 1
c

(
N∑

j=1
j �=i

c
Eg − Fg

2
s
(∣∣bg

j − b
g
i

∣∣)bj − bi

gi,j

)

+ Wi(τ + 1)

1 − P(0, 1) − P(−1, 1)

ri × Ji(τ ) − 1

ri × Ji(τ )
− P(0, 1)H − P(−1, 1)Wj (τ)

1 − P(0, 1) − P(−1, 1)

ri × Ji(τ ) − 1

ri × Ji(τ )
(29)

Wi(τ + 1) = ri × Ji(τ )

ri × Ji(τ ) − 1

Wi(τ + 1)

1 − P(0, 1) − P(−1, 1)

ri × Ji(τ ) − 1

ri × Ji(τ )
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+ ri × Ji(τ )

ri × Ji(τ ) − 1
c

(
N∑

j=1
j �=i

c
Eg − Fg

2
s
(∣∣bg

j − b
g
i

∣∣)bj − bi

gi,j

)

− P(0, 1)H − P(−1, 1)Wj (τ)

1 − P(0, 1) − P(−1, 1)

ri × Ji(τ ) − 1

ri × Ji(τ )
(30)

Wi(τ + 1) − Wi(τ + 1)

1 − P(0, 1) − P(−1, 1)

= ri × Ji(τ )

ri × Ji(τ ) − 1
c

(
N∑

j=1
j �=i

c
Eg − Fg

2
s
(∣∣bg

j − b
g
i

∣∣)bj − bi

gi,j

)

− P(0, 1)H − P(−1, 1)Wj (τ)

1 − P(0, 1) − P(−1, 1)

ri × Ji(τ ) − 1

ri × Ji(τ )
(31)

Wi(τ + 1)

[
1 − Wi(τ + 1)

1 − P(0, 1) − P(−1, 1)

]

= ri × Ji(τ )

ri × Ji(τ ) − 1
c

(
N∑

j=1
j �=i

c
Eg − Fg

2
s
(∣∣bg

j − b
g
i

∣∣)bj − bi

gi,j

)

− P(0, 1)H − P(−1, 1)Wj (τ)

1 − P(0, 1) − P(−1, 1)

ri × Ji(τ ) − 1

ri × Ji(τ )
(32)

Wi(τ + 1)

[
1 − P(0, 1) − P(−1, 1) − 1

1 − P(0, 1) − P(−1, 1)

]

= ri × Ji(τ )

ri × Ji(τ ) − 1
c

(
N∑

j=1
j �=i

c
Eg − Fg

2
s
(∣∣bg

j − b
g
i

∣∣)bj − bi

gi,j

)

− P(0, 1)H − P(−1, 1)Wj (τ)

1 − P(0, 1) − P(−1, 1)

ri × Ji(τ ) − 1

ri × Ji(τ )
(33)

Wi(τ + 1) = −
[

1 − P(0, 1) − P(−1, 1)

P (0, 1) + P(−1, 1)

]

×
{

ri × Ji(τ )

ri × Ji(τ ) − 1
c

(
N∑

j=1
j �=i

c
Eg − Fg

2
s
(∣∣bg

j − b
g
i

∣∣)bj − bi

gi,j

)

− P(0, 1)H − P(−1, 1)Wj (τ)

1 − P(0, 1) − P(−1, 1)

ri × Ji(τ ) − 1

ri × Ji(τ )

}
(34)

Wi(τ + 1) = P(0, 1) + P(−1, 1) − 1

P(0, 1) + P(−1, 1)
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Algorithm 1 Pseudo code of the proposed SGrC based DBN
Input: K

Output: Best optimal solution
Initialize the number of iterations, population, cmax = 1, cmin = 0.00001
Ŝ = best search agent
while (ĝ < L) ĝ-attractive length scale

Update c using the Eq. (36)
for every search agent

Update the weight using the Eq. (35)
end for
//If the optimal solution is obtained
Update Ŝ

ĝ = ĝ + 1
end while
Return Ŝ

Termination

×
{

ri × Ji(τ )

ri × Ji(τ ) − 1
c

(
N∑

j=1
j �=i

c
Eg − Fg

2
s
(∣∣bg

j − b
g
i

∣∣)bj − bi

gi,j

)

− P(0, 1)H + P(−1, 1)Wj (τ)

1 − P(0, 1) − P(−1, 1)

ri × Ji(τ ) − 1

ri × Ji(τ )

}
(35)

where, ri lies in the range of [0, 1].

c = cmax − τ

(
cmax − cmin

L

)
(36)

where, τ and L are the current and the maximum iteration. cmax = 1 and cmin = 0.00001. The weight that
corresponds to the minimum error value is used for training the DBN as the minimum error describes the best
weight.

(d) Determination of feasible weights. The weights obtained using the proposed SGrC algorithm are updated as
the feasible weight for training the DBN.

(e) Termination. Until the maximum iteration limit, the optimal weights are derived in an iterative manner. Al-
gorithm 1 depicts the pseudo code of proposed SGrC based DBN.

3.5. Hybrid weight bound for the incremental learning

The idea of incremental learning using the hybrid weight bound model keeps away the concept drift and paves
the way for handling the new incoming data. Here, error plays a dominant role, if the error corresponding to the
classified output is large when compared with the target, so that if drift occurs, the classifier model is updated. In
the incremental learning algorithm, the error Mτ+1 is computed followed by the updation of the weight, whenever
a new instance Y τ+1 is added in the network. For the previous instance, if the evaluated error is higher than the
computed error then, the weight is generated using the Eq. (35). If the error evaluated is lower than the computed
error then, the weight is generated using the hybrid weight model. The hybrid weight model comprises of SGrC and
Range degree model. The proposed SGrC chooses the suitable weights for the Range degree model. The weight is
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updated based on the difference between the range degree and the stored weights. The equation for evaluating the
weight is determined by the below equation as,

W(τ + 1) = W(τ) ± G (37)

where, the range degree and the stored weights is denoted as, G and W(τ). The range degree [29] is given as,

G =
√

υ(log 2�
υ

+ 1) − log(
μ
4 )

�
(38)

where, the training samples is denoted as, �, the Vapnik- Chervonenk is (VC) dimension for the function set is
represented as, υ. The capacity of the function set implemented using the learning machine is the VC dimension.
The random number, μ lies in the range of [0,1].

4. Results and discussion

This section describes the result of the proposed SGrC + DBN along with the existing text classification methods
based on accuracy, precision, and recall.

4.1. Experimental setup

The proposed SGrC + DBN method is evaluated in the PC with 2 GB RAM, Window 10 OS, Intel i-3 core
processor using JAVA software.

4.2. Database description

The dataset used in the proposed SGrC + DBN method for the incremental categorization of text is Reuter
database and 20 Newsgroups database.

4.2.1. Newsgroups database
The 20 Newsgroups data set [1] is developed by accumulating the documents from 20,000 newsgroups that are

divided across 20 different newsgroups. The newsgroups represent different topics.

4.2.2. Reuter database
The Reuters-21578 Text Categorization Collection Data Set [27] consists of documents from the Reuters

newswires in 1987 and it is donated by David D. Lewis. The documents are indexed depending on the categories
of text. The dataset has five attributes with 21578 number of instances.

4.3. Evaluation metrics

The evaluation metrics used in the proposed SGrC + DBN method are precision, recall, and accuracy.

4.3.1. Precision
The precision is the nearness of the measurements to the particular value in the text categorization method, and

it is given as,

Precision = tp

tp + fp

(39)

where, the true positive is denoted as, tp and false positive is denoted as, fp.
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4.3.2. Recall
The recall is defined by the total number of actual positives in the proposed SGrC + DBN method, and it is

represented as,

Recall = tp

tp + fn

(40)

where, fn be the false negative.

4.3.3. Accuracy
The accuracy is the measure of the closeness in the text categorization method and is represented as,

Accuracy = tp + tn

tp + tn + fp + fn

(41)

4.4. Comparative analysis

The proposed SGrC + DBN method is compared with the existing methods based on performance metrics, such
as accuracy, precision, and recall using the Reuter database and 20 Newsgroups database.

4.5. Competing methods

The competing methods used for the analysis of the proposed SGrC + DBN are NB [29], KNN [37], SVM [15],
and DBN [13], SGCAV + DBN, GCOA + DBN.

4.5.1. Comparative analysis using 20 newsgroup database
(a) For feature size = 100. Figure 3 shows the comparative analysis of the text classification methods for feature
size = 100 based on accuracy, precision, and recall. Figure 3(a) depicts the analysis of the text classification
methods based on accuracy. For chunk size = 2, the accuracy obtained by the existing NB, KNN, SVM, DBN,
SGCAV + DBN, GCOA + DBN and the proposed SGrC + DBN methods are 0.5400, 0.6200, 0.6600, 0.7354,
0.7441, 0.8103 and 0.9043, respectively. The accuracy obtained by the existing NB, KNN, SVM, DBN, SGCAV +
DBN, GCOA + DBN and the proposed SGrC + DBN methods for chunk size = 5 is 0.7708, 0.7948, 0.9000,
0.9200, 0.9375, 0.9408 and 0.9600, respectively.

Figure 3(b) shows the analysis of the text classification methods based on precision. The precision obtained by
the existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN and the proposed SGrC + DBN methods
for chunk size = 2 is 0.6146, 0.6863, 0.6900, 0.6944, 0.7100, 0.7977 and 0.8950, respectively. For chunk size = 5,
the precision obtained by the existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN and the proposed
SGrC + DBN methods are 0.7700, 0.8095, 0.8200, 0.9451, 0.9555, 0.9594 and 0.9581, respectively

Figure 3(c) shows the analysis of the text classification methods based on recall. For chunk size = 2, the recall
obtained by the existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN and the proposed SGrC + DBN
methods are 0.5400, 0.6200, 0.6600, 0.6900, 0.7100, 0.7394 and 0.8402, respectively. The recall obtained by the
existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN and the proposed SGrC + DBN methods for
chunk size = 5 is 0.7700, 0.8200, 0.9000, 0.9375, 0.9450, 0.9521 and 0.9600, respectively.

(b) For feature size = 200. Figure 4 shows the comparative analysis of the text classification methods for feature
size = 200 based on accuracy, precision, and recall. Figure 4(a) depicts the analysis of the text classification
methods based on accuracy. For chunk size = 2, the accuracy obtained by the existing NB, KNN, SVM, DBN,
SGCAV + DBN, GCOA + DBN and the proposed SGrC + DBN methods are 0.7000, 0.7200, 0.7574, 0.7752,
0.8446, 0.8800 and 0.8873, respectively. The accuracy obtained by the existing NB, KNN, SVM, DBN, SGCAV +
DBN, GCOA + DBN and the proposed SGrC + DBN methods for chunk size = 5 is 0.7618, 0.7798, 0.9375,
0.9416, 0.9538, 0.9600 and 0.9626, respectively.
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Fig. 3. Analysis of methods for feature size = 100 using (a) Accuracy (b) Precision (c) Recall.

Figure 4(b) depicts the analysis of the text classification methods based on precision. The precision obtained by
the existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN and the proposed SGrC + DBN methods
for chunk size = 2 is 0.7400, 0.7647, 0.7746, 0.7800, 0.8592, 0.9391 and 0.9546, respectively. For chunk size = 5,
the precision obtained by the existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN and the proposed
SGrC + DBN methods are 0.7500, 0.7900, 0.9048, 0.9427, 0.9539, 0.9596 and 0.9681, respectively

Figure 4(c) depicts the analysis of the text classification methods based on recall. For chunk size = 2, the recall
obtained by the existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN and the proposed SGrC + DBN
methods are 0.7000, 0.7200, 0.7400, 0.7800, 0.8014, 0.8800 and 0.9434, respectively. The recall obtained by the
existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN and the proposed SGrC + DBN methods for
chunk size = 5 is 0.7500, 0.7900, 0.9375, 0.9480, 0.9585, 0.9590 and 0.9600, respectively.

4.5.2. Comparative analysis using reuter database
(a) For feature size = 100. Figure 5 shows the comparative analysis of the text classification methods for feature
size = 100 based on accuracy, precision, and recall. Figure 5(a) depicts the analysis of the text classification
methods based on accuracy. For chunk size = 2, the accuracy obtained by the existing NB, KNN, SVM, DBN,
SGCAV + DBN, GCOA + DBN and the proposed SGrC + DBN methods are 0.5409, 0.6364, 0.6364, 0.9457,
0.9533, 0.9550 and 0.9579, respectively. The accuracy obtained by the existing NB, KNN, SVM, DBN, SGCAV +
DBN, GCOA + DBN and the proposed SGrC + DBN methods for chunk size = 5 is 0.5909, 0.5909, 0.6364,
0.9432, 0.9436, 0.9500 and 0.9592, respectively.
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Fig. 4. Analysis of methods for feature size = 200 using (a) Accuracy (b) Precision (c) Recall.

Figure 5(b) depicts the analysis of the text classification methods based on precision. The precision obtained by
the existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN and the proposed SGrC + DBN methods
for chunk size = 2 is 0.4005, 0.5954, 0.6964, 0.6978, 0.7273, 0.7636 and 0.7662, respectively. For chunk size = 5,
the precision obtained by the existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN and the proposed
SGrC + DBN methods are 0.6050, 0.6087, 0.7178, 0.7428, 0.7455, 0.7727 and 0.8527, respectively

Figure 5(c) depicts the analysis of the text classification methods based on recall. For chunk size = 2, the recall
obtained by the existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN and the proposed SGrC + DBN
methods are 0.5409, 0.6364, 0.6364, 0.7273, 0.7636, 0.9471 and 0.9537, respectively. The recall obtained by the
existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN and the proposed SGrC + DBN methods for
chunk size = 5 is 0.5909, 0.5909, 0.6364, 0.7455, 0.7727, 0.9468 and 0.9538, respectively.

(b) For feature size = 200. Figure 6 shows the comparative analysis of the text classification methods for feature
size = 100 based on accuracy, precision, and recall. Figure 6(a) depicts the analysis of the text classification
methods based on accuracy. For chunk size = 2, the accuracy obtained by the existing NB, KNN, SVM, DBN,
SGCAV + DBN, GCOA + DBN and the proposed SGrC + DBN methods are 0.5727, 0.6045, 0.6682, 0.9458,
0.9471, 0.9549 and 0.9580, respectively. The accuracy obtained by the existing NB, KNN, SVM, DBN, SGCAV +
DBN, GCOA + DBN and the proposed SGrC + DBN methods for chunk size = 5 is 0.6364, 0.6818, 0.6818,
0.9452, 0.9472, 0.9496 and 0.9522, respectively.
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Fig. 5. Analysis of methods for feature size = 100 using (a) Accuracy (b) Precision (c) Recall.

Figure 6(b) depicts the analysis of the text classification methods based on precision. The precision obtained by
the existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN and the proposed SGrC + DBN methods
for chunk size = 2 is 0.4641, 0.6132, 0.6383, 0.6818, 0.6909, 0.6964 and 0.7532, respectively. For chunk size = 5,
the precision obtained by the existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN and the proposed
SGrC + DBN methods are 0.6671, 0.6909, 0.7391, 0.7756, 0.8091, 0.8240 and 0.8571, respectively

Figure 6(c) depicts the analysis of the text classification methods based on recall. For chunk size = 2, the recall
obtained by the existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN and the proposed SGrC + DBN
methods are 0.5727, 0.6045, 0.6682, 0.6818, 0.6909, 0.9447 and 0.9491, respectively. The recall obtained by the
existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN and the proposed SGrC + DBN methods for
chunk size = 5 is 0.6364, 0.6818, 0.6818, 0.6909, 0.8091, 0.9541 and 0.9581, respectively.

4.6. Comparative discussion

Table 1 shows the comparative discussion of the text categorization method based on accuracy, precision and
recall for the 20 newsgroup databases and Reuter databases. The maximum accuracy obtained by the proposed
SGrC + DBN method is 0.9626, whereas the existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN
obtained the accuracy of 0.7618, 0.7798, 0.9375, 0.9416, 0.9538, and 0.9600 respectively for the 20 newsgroup
databases. The proposed SGrC + DBN method obtained maximum precision of 0.9681, whereas the existing NB,
KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN obtained the precision of 0.7500, 0.7900, 0.9048, 0.9427,

AUTHOR  C
OPY



V. Srilakshmi et al. / Incremental text categorization based on hybrid optimization-based deep belief neural network 199

Fig. 6. Analysis of methods for feature size = 200 using (a) Accuracy (b) Precision (c) Recall.

0.9539, and 0.9596 respectively for the 20 newsgroup databases. The maximum recall obtained by the proposed
SGrC + DBN method is 0.9600, whereas the existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN
obtained the precision of 0.7500, 0.7900, 0.9375, 0.9480, 0.9585, and 0.9590 respectively for the 20 newsgroup
databases.

The maximum accuracy obtained by the proposed SGrC + DBN method is 0.9522, whereas the existing NB,
KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN obtained the accuracy of 0.6364, 0.6818, 0.6818, 0.9452,
0.9472, and 0.9496 respectively for the Reuter databases. The proposed SGrC + DBN method obtained maximum
precision of 0.8571, whereas the existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN obtained
the precision of 0.6671, 0.6909, 0.7391, 0.7756, 0.8091 and 0.8240 respectively for the Reuter databases. The
maximum recall obtained by the proposed SGrC + DBN method is 0.9581, whereas the existing NB, KNN, SVM,
DBN, SGCAV + DBN, GCOA + DBN obtained the precision of 0.6364, 0.6818, 0.6818, 0.6909, 0.8091, and
0.9541 respectively for the Reuter databases.

The reasons for the best performance of the proposed system are using stop word removal and stemming, VSM,
information gain, and training the DBN using the proposed SGrC algorithm. Here, the redundant words in the
text documents are removed by the stop word removal and stemming method during the pre-processing. Then, the
TF-IDF features are extracted from the documents through the VSM for better categorization of the text. Also,
the information gain is used for the selection of the relevant features for the categorization of text. Moreover, the
proposed SGrC-based DBN offers accurate results for the text categorization. Thus, the proposed method attains
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Table 1

Comparative discussion of the text categorization methods

Database Metric NB KNN SVM DBN SGCAV + DBN GCOA + DBN Proposed
SGrC + DBN

Using 20 newsgroup database Accuracy 0.7618 0.7798 0.9375 0.9416 0.9538 0.9600 0.9626

Precision 0.7500 0.7900 0.9048 0.9427 0.9539 0.9596 0.9681

Recall 0.7500 0.7900 0.9375 0.9480 0.9585 0.9590 0.9600

Using Reuter database Accuracy 0.6364 0.6818 0.6818 0.9452 0.9472 0.9496 0.9522

Precision 0.6671 0.6909 0.7391 0.7756 0.8091 0.8240 0.8571

Recall 0.6364 0.6818 0.6818 0.6909 0.8091 0.9541 0.9581

better performance than the existing methods, such as NB, KNN, SVM, DBN, SGCAV + DBN, and GCOA +
DBN, respectively.

5. Conclusion

In this research, an incremental text categorization method is developed using the proposed classifier. Initially,
the redundant words from the document are removed through the pre-processing step. Then, the features are ex-
tracted from the pre-processed data using VSM. Once the features are extracted, the feature selection is done
depending on the mutual information. These features altogether represent the feature vector and form the input
to the text categorization model. The categorization of the text is done based on the proposed SGrC-based DBN.
The proposed SGrC algorithm is the integration of the SMO algorithm and the GCOA algorithm, which trains the
DBN classifier for the effective categorization of the text. Finally, the incremental text categorization is done using
the hybrid weight bounding model that includes the Range degree and SGrC, and particularly, optimal weights for
the Range degree model are selected using the SGrC algorithm. The experimental result of the proposed text cat-
egorization method is performed by considering the data from the Reuter database and 20 Newsgroups database.
The comparative analysis of the text categorization methods is based on the performance metrics, such as preci-
sion, recall, and accuracy. When compared with the existing incremental text categorization methods, the proposed
SGrC-based DBN obtained a maximum accuracy of 0.9626, maximum precision of 0.9681, and maximum recall
of 0.9600, respectively.

In the future, the proposed system will be further extended for web page classification and email classification.
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