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Abstract— Cancer is the most common disease nowadays, 

in particular the lung cancer is often diagnosed in many 

individuals. There are various factors that contribute to cancer 

in humans, but among them tobacco smoking remains as a key 
contributor. Smoking is a primary cause, but many other 

variables, such as second-hand smoke, industrial pollutants, 

asbestos exposure, and so on, can also cause cancer. These all 

need to be filtered by lungs, as lungs always need to be 
working, unlike other organs in the body lungs does not have 

any rest so it gets effected early than all other body organs, in 

such cases it has to be examined carefully and clearly for many 

times to conclude whether it is affected with cancer. This effort 

is made to make such simple support for doctors in designing a 
CAD system for identifying the presence of tumor in lungs, this 

model has high accuracy rate in identifying the problem. CNN 

is a reliable algorithm for finding such minute problems in CT 

Scan image of lung to confirm the disease.  Lung CT images 

were used in this study. Training accuracy of our model is 

96.11% and the validation accuracy is 97.8%. 

Keywords— Computer Aided Design, Convolutional Neural 
Networks, Computed Tomography, Deep Learning, Lung Cancer 

I. INTRODUCTION

Lung cancer is a type of cancer that starts in the lungs 
and expands to various parts in the body. Cancer in the lungs 

is the most widely recognized sort of disease that kills 
people. The assumption is that genetic factors must put 

certain individuals at higher risk for cellu lar breakdown in 
the lungs after openness to cancer-causing agents [6]. Lung 

cancer was diagnosed in an approximated 171,600 people in 

the United States in 1999 (94,000 men and 77,600 women), 
with 158,900 people dying as a result of the disease. As a 

safety measure, the United States Preventive Services Task 
Force (USPSTF) indicates that high-threat adults be checked 

yearly with low-dose computed tomography. (CT) [23]. For 
the reasons stated above, it is necessary to deploy a CAD 

system to assist clinicians in identifying lung cancer as early 
as possible, not only recognising the nodule but doing so 

with high accuracy. Our aim is to recognize the presence of 

cellular breakdown in the lungs in understanding CT images 
of lungs with and without early phase cellular breakdown in 

the lungs, using a binary classification issue. To create an 

accurate classifier, this research work attempts to leverage 

different approaches from computer vision and deep 
learning, specifically convolutional neural networks . This 

research study has used a dataset from Kaggle and 
constructed a CNN model, trained for the purpose of Lung 

Cancer detection. 

II. BACKGROUND

In the lung cancer diagnosis, computed tomography (CT) 
is needed to spot the pulmonary nodules. To detect and 

categorise pulmonary nodules in clin ical CT scans, we need 

to employ a well-trained deep learn ing system, as deep 
learning algorithms have recently been recognised as a 

promising tool in the medical field.[4] 

This study was designed to aid doctors in making decisions 

regarding a patient's health and increase informed patient 
consent by providing a thorough grasp of the risks involved 

in treatment procedures based on the patient's condition. By 
gathering information about the patient's state, we can also 

save some expensive resources that aren't required for the 

patient. Despite ongoing forward leaps in analytic strategies, 
unobtrusive changes, and theoretical therapies, cellular 

breakdown in the lungs patient results stay poor; 
subsequently, a more profound comprehension of hazard 

variables might affect local area level preventive drives [1]. 

Convolutional neural network (CNN) was the primary  deep 

learning technique to acquire widespread attention for their 

superior performance in AI applications [16]. Several 
medications developed as a result of these research are now 

approved for the treatment of certain types of lung cancer. 
Current lung cancer biology research using cell lines, tumour 

samples, and animal models, along with knowledge of the 
lung cancer genome, will bring about a superior 

comprehension of the illness and new remedial options for 

patients [21]. 

Victor [10] employed a deep learning model and achieved an 

accuracy of 88.4%. Jan et al. [18] A morphological and 
circular filter-based lung segmentation approach was 

proposed. Later, they have used CNN approach and got an 
accuracy of 84.62%. Lyu. [11] developed a Multi-Level 
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CNN to detect the cellular breakdown in the lungs and got an 

accuracy of 84.81 percent. 

III. LITERATURE REVIEW

Victor [10] employed a deep learning model and 

achieved an accuracy of 88.4%. Jan et al. [18] A 

morphological and circular filter-based lung segmentation 
approach was proposed. Later, they have used CNN 

approach and got an accuracy of 84.62%. Lyu. [11] 
developed a Multi-Level CNN to detect the cellular 

breakdown in the lungs and got an accuracy of 84.81 percent. 

The basic SVM is a binary linear non-probabilistic classifier 

that accepts a stream of input data and estimates which of the 

two classes each input belongs to. An SVM technique 
constructs a model that allocates fresh instances to one of 

two categories based on a pile of train ing example data that 
has been labelled as belonging to one of two categories.[5] 

Radhika P.R., Veena G. 

Suren Makajua, P.W.C. Prasad, Abeer Alsadoona, A. K. 

Singhb, A. Elchouemic. "The proposed system employs the 

linear classifier technique (SVM). In the instance of the 
SVMclassifier, only two features are chosen for 

classification out of nine at a time, resulting in a benign or 
malignant outcome[14]. 

W. Rahane, H. Dalvi, Y. Magar, A. Kalane, and S.Jondhale 
[8] proposed  using image  processing and ML (Support 

Vector Machine) for lung  cancer  recognition on CT images. 
Highlights like area, parameter, and eccentricity from the

portioned picture locale of interest are given as input to the 

support vector machine (SVM) model.

Mr. Vishal Patil, Dr. Aditya Gupta proposed using image 

processing and K-Means clustering using two approaches 
i.e., using centroid and using Euclidean distance. Also stated 

the weakness of the algorithm as, in K-Means clustering the 
result depends on the value K [1]. 

The Deep Learn ing algorithm, according to Issa Ali, Gregory 

R. Hart, and Gowthaman Gunabushanam, receives a CT
picture as input and perceives it as a collection of states , 

resulting in a categorizat ion of whether a nodule is there or
not. The researchers looked at a total of 800 CT images and

discovered that 590 people had one or more nodules, 
whereas 298 had none. The target of their work is to create 

and approve a model in v iew of profound counterfeit neural 

organizations for early identification of lung knobs in
thoracic CT pictures [12].

Eali Stephen Neal Joshua1, Midhun Chakravarthy, Debnath 
Bhattacharyya clarified the disadvantages of many AI 

calculations like K Nearest, Back propagation network, 
Decision Fusion, Naïve Bayes, Support vector machine, 

Random forest and so on, After a deliberate writ ing review, 
they discovered that a few classifiers have less precision and 

some are high exactness yet not came to closer of 100 

percent. After a broad review, they observed that gathering 
classifier was beat when contrasted and the other AI 

calculations [3]. 

To detect lung cancer using CT images, Qing Wu devised an 

unique neural-network based approach known as the entropy 
degradation method (EDM). His algorithms have a 77.8 

percent accuracy rate [13]. 

The CNN separates picture highlights to produce 

progressively complex portrayals, as indicated by Stanley 
Cohen MD. It employs feature extraction filters on the 

source image and some hidden layers to progress  from low to 
high level feature maps [4]. 

IV. METHODOLOGY

Our proposed system contains the data collections, data 

formatting, model training, testing, and prediction utilising 
K-Means, KNN, SVM and CNN detailed in  the following 

sections. 

Fig. 1.  System Architecture 

A. Data Acquisition

The lung CT images are obtained from Kaggle website.
The images are classified into two types: Normal and 

Abnormal. The dataset contains 138 images in total, where 

58 are abnormal and 80 are normal. 

Fig. 2. Abnormal Fig. 3. Normal 

B. Data Formatting

The images were resized to maintain a uniform aspect 
ratio of one with (400, 400) pixel size for the CNN operation. 

All the pixel values for the images were converted in the 
range of (0,1) to make the convergence faster. 

C. Model Training, Testing and Prediction

Images are split in a ratio of 80:20 for training and testing

purposes. 

a) K-Means Algorithm: Clustering with k-means is a 

basic but effective method. Traditionally, k data points are 

picked at random as cluster centres, or centroids, from a 

given dataset, and all train ing examples are plotted and 

added to the closest cluster. After all instances have been 

added to clusters, the centroids, which reflect the mean of 

each cluster's instances, are recalcu lated, and these 

recalculated centroids become the new cluster centres. 

Step 1: Init ialize 2 random clusters with centroids as A and 

B where A is Normal type of image and B is Abnormal type 
of image. 
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Step 2: The Algorithm assigns each data point P to it’s 

nearest cluster by calculating the Euclidean distance, the 

Euclidean distance is calculated as follows: 

 Dis= L (A, P) 

Where L is the Euclidean calculation function it  can be 

calculated as: 

L
2
 = ∑   i-yi)

2


Where xi, yi are Euclidean vectors, starting from the origin 

of the space. 

Then it repeats the process for all the image data points and 

classifies the images into 2 categories  

b) KNN Algorithm:

In KNN algorithm the classification is done by 

considering the majority vote of neighbours. The following 

Fig 3 shows the flow of KNN classification algorithm. The 

distance is calculated in the same way which we  have used 
in case of K-Means algorithm i.e by Euclidean distance. 

Decide on the number of neighbors (K), then determine the 

Euclidean distance between K neighbors. Using the obtained 

Euclidean distance, find the K closest neighbors. Count the 

number of data points in each category among these k 

neighbors. Assign the new data points to the category with 

the greatest number of neighbors. 

Fig. 4. KNN classification algorithm 

c) SVM Algorithm:

SVM is an administered AI strategy that can be utilized 

to tackle, order and relapse issues. The support vector 

machine's calculation will probably find a hyperplane  in a 

N-layered space (N - the quantity of elements) that 

recognizes important elements. We may obtain a large

number of hyperplanes, but we select the one with the 

greatest distance from the support vectors (the nearest data 

items from each group). The greater the edge distance, the 

easier it is to classify the bunch of input items. The SVM

classifier is fitted to the prepared information.

d) CNN Algorithm:

The Convolutional Neural Network (CNNs) for image 

categorization and recognition was built using a group of 

layers. Convolutional layers with kernel filters, max/avg 

pooling, and fu lly  linked layers were used to process 

training and testing pictures. To classify the provided item, 

the softmax function was used. For this job, a neural 

network with three hidden layers, one input layer, and one 

fully connected layer was used. The input layer receives 

images with a resolution of (400, 400). In each 

convolutional layer, a  kernel matrix of (3, 3) was used to 

extract the features and we have used an activation function, 

ReLU, that returns only the important features by keeping 

the positive values as same and reducing negative values to 

0. To decrease the computing parameters in the fo llowing

convolution layer, a  maximum pooling size of (2, 2) was

implemented. The model was given a dropout value of 0.1.

The class probabilities for final output classes were

calculated using a dense value of two and the softmax

activation function. The learning rates for various

parameters were calculated using an adaptive moment

estimation (Adam) optimizer. The d isparity between the 

anticipated output and the labelled output for the given input 

is calcu lated using a loss function; categorical cross -entropy

(CE) was utilized for this challenge.

Fig. 5. CNN Architecture 

Pooling Layer: In general, pooling indicates a small part o f 

the input, so we take a little part of the input and try to take 

the average value (average pooling) or take the maximum 

value (max pooling), so when we pool an image, we are 

obtaining a summarized value across all of the data there. 

Fig. 6. Max pooling 

ReLU Activation Function: The ReLU activation function 

can be calculated as Max(0,z), where z is any value in the 

input vector. 

Fig. 7. ReLU Activation Function 
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Softmax Activation Function:  

The softmax function is most commonly used as an 

activation function in a neural network model in applied 

machine learning. The network is set up to produce N 

values, one for each classification task class, and the 

softmax function is used to normalize the outputs, turning 

them from weighted sum values to probabilities that total to 

one. Each  number in the softmax function's output is 

interpreted as the likelihood of belonging to each class. 

Softmax can be calculated as: 

 S(xi) ∑ 
 



Where x is an input vector to a softmax function S. It 

consists of n elements for n classes.  

xi is the i-th element of the input vector. It can take any 

value between -inf  and +inf. 

The normalization term in the denominator ensures that the 

values of the output vectors sums to 1 for i-th class and each 

of them is in the range 0 and 1 which makes up a valid 

probability distribution. 

n is the number of classes. 

TABLE I. CNN ARCHITECTURE 
(DROPOUT WITH 0.2, ADAM OPTIM, LEARNING RATE = 0.001) 

Layer Params Activation O utput 
Input 256x256x1 
Conv1 3x3x32 ReLU 256x256x32 
MaxPool 2x2, Stride 

2 

128x128x32 

Conv2 3x3x32 ReLU 128x128x32 
MaxPool 2x2, Stride 

2 

64x64x32 

Dense 256 
Dense 2 

V. RESULTS 

In all algorithms training and testing images were split in 

the ratio of 80:20, the K-Means Clustering model achieved a 

validation accuracy of 38.33%. KNN algorithm achieved an 

accuracy of 59.2%. The SVM algorithm achieved an 

accuracy of 50.1%. In CNN the images were trained for 10 

epochs with batch size 32 in each epoch. Model acquired 

96.11% t rain ing accuracy and 97.8% validation accuracy in 

the final epoch. 

Fig. 8. Accuracy Graph 

The above graph illustrates the performance of SVM, KNN, 

K-Means and CNN algorithms on our dataset. 

Fig. 9. Normal  Fig. 10. Normal 

Fig. 11. Abnormal  Fig. 12. Abnormal 

The above Fig. 9, Fig. 10 are the results of a CT image of 

lungs of a normal patient. The Fig. 11, Fig. 12 are the results 

of lungs affected with cancer. 

The accuracy and precision of the developed CNN model 

are calculated as below. 



 accuracy = 
  )



 precision = 
  )



Where, TP is True Positive, TN is True Negative, FP is 

False Positive, FN is False Negative. 

The following table is the confusion matrix obtained from 

the developed CNN model. Accuracy is 97.8, Precision is 

96.5. 

TABLE II.  CONFUSION MATRIX 

CONCLUSION AND FUTURE SCOPE 

In this study we have examined some machine learning 

models like K-Means, KNN, SVM and CNN in  detecting the 
lung cancer and observed that the CNN model is providing 

us the better accuracy among all the models. We employed a 
CNN classifier to evaluate whether a CT image of the lung 

was cancerous or not in this study. Utilising the Kaggle 
dataset, we conducted a detailed experiment. Our detection 

accuracy is 97.8 percent, which is higher than that of 

previous approaches. In the future, we'll run the studies on a 

N=138 Predicted 

Actual Abnormal Normal 

Abnormal 56 2 
Normal 1 79 
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larger dataset and include new variables like nodule size, 

texture, and position to improve the results even more. We'll 
also aim to leverage deep CNN approaches to improve 

accuracy, and we'll apply our technology to other forms of 
cancer diagnosis. 
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