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Abstract— Image recognition plays a major role in 

everyday life applications like medical image analysis, gaming, 

surveillance and security, industrial automation, and more 

recently it has gained massive backing in the agricultural 

industry to identify plant diseases in crops. Plant diseases are a 

huge problem in agriculture and incorporating machine 

learning algorithms for their early detection will help better 

yields and save the farmers from loses. This paper entails the 

use of such machine learning algorithms to detect leaf diseases 

in the cassava plant. Cassava is one of the largest sources of 

carbohydrates for the continent of Africa. It is also very 

vulnerable to several plant diseases; this in turn threatens the 

food security of the continent. The present study is based on 

four of such diseases that affect the cassava yield namely, 

Cassava Bacterial Blight (CBB), Cassava Brown Streak 

Disease (CBSD), Cassava Mosaic Disease (CMD), and Cassava 

Green Mottle (CGM). In this research work, EfficientNet-B0 is 

proposed for the early detection of these diseases. The 

EfficientNet-B0 models outperform existing CNNs in terms of 

accuracy and efficiency while reducing parameter size and 

FLOPS by an order of magnitude. It is easier to detect disease 

at an early stage without the assistance of professionals, saving 

farmers both time and money. And our proposed model gave 

an accuracy of 92.6%.   

Keywords- plant diseases, image recognition, Deep- learning, 

EfficientNet-B0, agriculture. 

I. INTRODUCTION  

Cassava is the fourth most important food crop in 
developing countries, trailing only rice, maize, and wheat 
[1],[2]. Its leaves are quite high in protein content and they 
can also be stored over a long period, and hence serve as 
reserve food  [1],[3].   

Africa accounts for more than 60% of worldwide cassava 
production (182 of 298 million tons) [1]. It is the most 
widely cultivated crop in the country's southern regions, 
contributing significantly to the country's Gross Domestic 
Product (GDP) and providing a significant source of income 
for rural farmers. The majority of global cassava yield is also 
consumed by Africa is a staple for about 500 million people 
[4]. The domestic consumption of cassava in the continent is 

expected to rise, which in turn has created a greater demand 
for the crop. 

However, in 2020, cassava production had dropped by 6.7%. 
This was mainly due to an outbreak of Cassava Mosaic 
Disease(CMD). According to scientists, CMD is estimated to 
cause 15– 24% (equivalent to 12–23 million tons) of crop 
loss in Africa each year, which would equate to a loss of $1.2 
to 2.3 billion USD [5]. Fig. 1, shows healthy and affected 
Casava leaves.  

Cassava is drought tolerant, it can be grown on marginal land 
where other cereals fail, and requires minimal inputs, 
however, it happens to be very vulnerable to various viruses 
and other plant diseases [6]. CMD and Cassava brown streak 
disease (CBSD) is the most widespread viral disease, 
affecting at least half of Africa's cassava crops [7], [8]. These 
plant diseases cause significant reductions in the plant yield, 
resulting in significant economic losses. 

II. LITERATURE STUDY   

In the age of climate change and globalization, accurate 
identification and diagnosis of plant diseases are critical for 

Fig. 1.     (a) Healthy, (b) CMD, (c) CGM, (d)CBSD, (e) CBB 
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food security and the control of the spread of exotic 
pests/pathogens.   

Researchers have been striving to utilize machine learning 
techniques to aid farmers in the early detection of plant 
diseases. Some early works in the field have had promising 
results, but faced a few drawbacks of their own.   

One of the leading works in recent times utilized a U-Net 
architecture for early detection of CMD and CBSD [9]. As 
UNet is very efficient while working with limited training 
samples and the results obtained to provide better 
performance for segmentation tasks. This architecture 
expands a vector to a segmented image using the same 
feature maps that are used for contraction (when converting 
an image into a vector) retaining the image's structural 
integrity while reducing distortion. However, when 
encountering deeper models, it faces the issue of slowing 
down in the middle layers [10]. Another study [11] proposed 
the use of MobileNetV2 [12] which makes the model highly 
effective in feature extraction and object detection. The 
results show that the model faces the issue of overfitting in 
the loss curves of training and validation data [13]. One other 
study in the field compared the performance of ResNet50, 
InceptionV3, and IncepetionResNetV2 architectures. Their 
accuracies were 78.29%, 83.01% and 84.77% respectively 
[14]. However, accuracy graphs showed large variations. 
Similarly, many such case studies that utilize the above 
architectures have shown that they have underperformed 
compared to EfficientNet-B0 models [15].   

A Convolutional Neural Network (ConvNet/CNN) [16] is a 
Deep Learning system that is most commonly used for image 
analysis. CNN models have various filters/kernels which 
consist of trainable parameters that can convolve an image 
spatially, and identify features like edges and shapes. 
However, deep learning systems are hindered by a slow 
development rate. This could be improved with the use of 
transfer learning algorithms. Transfer learning is adaptable, 
allowing pre-trained models to be used directly for feature 
extraction, preprocessing, or integrating it into whole new 
models. This allows for faster progress or better performance 
while modeling a related task [17].   

 

EfficientNet-B0 [18] is a convolutional neural network 
architecture that belongs to the transfer learning framework. 
The EfficientNet-B0 model maximizes efficiency through 
the compound scaling method. EfficientNet-B0 was 
constructed using a multi-objective neural architecture search 
that maximizes accuracy as well as floating-point 
calculations [19]. A research paper on fresh fruit brunch 
ripeness classification has shown the implementation of deep 
learning with various transfer learning models such as 
EfficientNetB0, MobileNetV1 along with data augmentation. 
And the results have shown that EfficientNetB0 obtains an 
accuracy of 89.3% and MobileNetV1 with an 81.1%. The 
great difference in accuracy clearly shows the dominance of 
EfficientNet-B0 over other models [20].  

In this [21] study conducted to identify and diagnose malaria 
parasite infections in blood smears the use of the 
EfficientNetB0 model has shown promising results with an 
accuracy of 94.70%. As EfficientNet-B0 is used in the above 
papers effectively, we propose the use of EfficientNet-B0 in 
our model.   

III. METHODOLOGY 

The approach used in this research work aims at early 
diagnosing the type of leaf disease the cassava plant has. The 
four types of diseases considered for this study are Cassava 
Bacterial Blight (CBB), Cassava Brown Streak Disease  
(CBSD), Cassava Mosaic Disease (CMD), and Cassava 
Green Mottle (CGM). The flow of the proposed 
methodology is given in Fig 2. The methodology is given in 
Algorithm 1.   

The cassava leaf disease dataset was obtained from a Kaggle 
competition, which had a collective size of 5.76 GB out of 
which the training image dataset is of the size 2.38 GB [22]. 
It consists of 21,367 images in total, all classified into 5 
classes, namely, Cassava Bacterial Blight (CBB) (1,087 
images), Cassava Brown Streak Disease (CBSD) (2,189 
images), Cassava Mosaic Disease (CMD) (13,158 images), 
Cassava Green Mottle (CGM) (2,386 images), and Healthy 
(2,577 images).    

Algorithm 1:  

Step 1: Load the Cassava leaf disease dataset from 
Kaggle.  

Step 2: Split the dataset into training, validation, and test 
data.  

Step 3: Analyse the data and apply data augmentation 
using Image Data Generator (If the dataset is 
imbalanced).  

Step 4: Develop the EfficientNet-B0 model with average 
pooling before the output layer (Architecture is given in   
Fig.3).  

Step 5: Pass the training data obtained in Step 3 to the 
model.  

Step 6: Apply validation data and check the accuracy and 
loss for both training and validation data.  

Step 7: Repeat step 6 to fine-tune the model parameters.  

Step 8: Apply test data and calculate performance 
measures such as accuracy, precision, and recall. Fig. 2.     The flow of the proposed methodology 
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Image augmentation uses a variety of processing techniques 
or a combination of techniques to create training images, 
including random rotation, shifts, shear, and flips, among 
others (techniques performed on already exiting images in 
the dataset). Due to a significant imbalance in the dataset 
(caused by dominance in the number of images for CMD 
disease), the proposed model makes use of the Image Data 
Generator tool [23] as part of the Image Augmentation 
process to artificially scale up the count for the other 
diseases, leading to balance in the dataset. The developed 
model makes use of EfficientNetB0 to facilitate transfer 
learning capabilities. The image from the balanced dataset 
passes into EfficientNet-B0 architecture (Fig. 3). 
EfficientNet-B0 uses a sequence of MBConv blocks in its 
architecture. Each image passes through various layers of 
this architecture for feature extraction and transforms 
according to the size of the filter.   

Initially, the image is of size 224*224, it is given as input to 
a Convent layer on which a filter of the size 3*3 is applied, 
and it transforms the dimensions of the image to 
224*224*32, which is easier to process in further layers 
without losing the features. The output of the convent acts as 
an input to MBConv1. Where a filter of size 3*3 is applied 
which now transforms the resolution from 224*224*32 to 
112*112*16. Now the output of the feature map obtained 
from MBConv1 is passed on to 2 successive layers of 
MBConv6 where a filter of size 3*3 reduces the feature map 
of the image to 112*112*24. 

Following this, the output obtained is passed on to 2 layers of 
MBConv6 which have a filter size of 5*5, to reduce the 
feature map to 56*56*40. The result is then passed onto 3 
consecutive layers of MBConv6 which have a filter of size 
3*3 to transform the feature map size to 28*28*80. Now 
again the obtained image is fed onto 7 layers of MBConv6 
which have a filter of size 5*5 to produce a feature map of 
size 14*14 and 192 channels. Finally, it is passed on to the 
last layer of MBConv6 which has a filter of size 3*3 and 
produces an output of size 7*7*320.   

After passing the image through the EfficientNet-B0 layers, 
an average pooling [24] layer is introduced. When using the 
average pooling method, the color of the image is smoothed 
out. Max pooling [25] selects the image's brighter pixels. It's 
useful when the image's background is dark however this 
model is more interested in the lighter pixels. The choice of 
average pooling over max-pooling was because in max-
pooling only the maximum of the stride (number of pixels in 
a matrix) is considered which leads to late recognition as 
many pixels are ignored. Whereas in average pooling, the 
average value of the stride is considered. A dense layer [26] 
is then used to classify images based on output from the 
convolutional layers. The activation function used in the 
output layer is softmax, rather than sigmoid. Sigmoid is used 
for binary classification whereas, softmax is a function that is 
used for multiclass classification and it converts a number 
vector to a probability vector [27]. The output values 
obtained from the softmax function resemble the probability 
of membership for each class (the 4 disease classes and 1 
healthy leaf class). Once the model is defined, it must be 
compiled, and it is at this point that the loss function, 
optimizers, and metrics for prediction are defined. Sparse 
categorical cross-entropy is the loss function used and the 
evaluation criteria used in this model is accuracy. And the 
most important parameter that has to be defined in the 
compilation step is the optimizer, which adjusts the weights 
and learning rate to reduce overall loss and improve 
accuracy. Adam is the optimizer used in this model with a 
learning rate set to 0.001. 

IV. ANALYSIS   

The original image dataset consists of 21,367 images. 
The dataset was split into 80% for training data, 20% for 
validation, and 20 samples are taken as test cases. An 
imbalance was observed in the dataset caused by the 
abundance of the images pertaining to the CMD class. This 
was tackled by using image augmentation techniques with 
aid of the Image Data Generator tool, which artificially 
increases the number of images in other classes. This 
augmented data was given for training.   

In this current model, the total number of epochs is set to 10 
with a batch size of 32. The main challenge with training 
neural networks is choosing the right number of training 
epochs as training data with a large number of epochs can 
lead to overfitting, while training data with a small number 
of epochs can lead to underfitting. To overcome this 
obstacle, the early stopping approach is employed. Early 
stopping is a technique for stopping training when the 
model's performance on a holdout validation dataset stops 
improving [28]. Validation loss is the monitored parameter 
with a patience level set to 5 epochs. ReduceLRonPlateau 
reduces the learning rate of a model when a learning metric 
has stopped improving. This often benefits the model as the 

Fig. 3.     EfficientNet-B0 Model Architecture 
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learning rate is reduced by a factor of 2-10 when the learning 
stagnates for a patience number of epochs for the specified 
learning metric [29]. The learning rate of this model was set 
at 0.001. And the training and validation accuracy obtained 
for the proposed model is 89.04 % and 85.3 %, respectively. 
Fig.4 &5, demonstrate the amount of accuracy and losses 
during the training and validation procedure. The number of 
epochs is represented on the x-axis, while the accuracy and 
loss are represented on the y-axis. The model was run for 10 
iterations. Fig.4 shows that the model obtains peak accuracy 
at epoch 8 and stagnates on further iterations. Also, Fig.5 
shows that after epoch 8, the amount of loss stagnates. The 
results obtained after the model fed with the test cases come 
to be a total of 92.6% accuracy, which determines the 
percent of correct classification. The use of average pooling 
and data augmentation techniques helped the model attain 
higher levels of accuracy than the existing models. 

TABLE I.      PRECISION, RECALL, AND F1-SCORE FOR  
PROPOSED MODEL 

 Precision   Recall   F1-score   

0 1.000    0.833    0.909    

1 0.833    0.833    0.833    

2 0.833    1.000    1.000    

3 1.000    1.000    1.000    

4 1.000    1.000    1.000    

 

Table I. displays the precision, recall, and f1-score of the 
individual classes considered for classification. Precision and 
recall are performance measurements that apply to data 
retrieved from a collection. Table II shows the results 
obtained from research papers in the literature. It can be 
ascertained that EfficientNet-B0 produced a greater degree of 
accuracy compared to earlier investigations. EfficientNet-B0 
uses fixed scaling coefficients for depth, width, and 
resolution. The number of layers is dependent on the size of 
the input image, the model requires more channels and a 
bigger receptive field if the input image is bigger.   

 

TABLE II.    COMPARISON OF PROPOSED METHOD WITH 
EXISTING CASSAVA LEAF DISEASE PREDICTION METHODS 

Model   Accuracy (%)   

MobileNetV2 [11]   74.5   

U-Net [9]   83.9   

ResNet50 [14]   78.29   

InceptionV3 [14]   83.01   

IncepetionResNetV2 [14]   84.77   

VGG-16 [30]   85.5   

EfficientNet-B0(Proposed model)   92.6   

 

V. CONCLUSION    

This study addresses the difficulty of identifying and 
classifying plant disease by analyzing cassava leaves. The 
main objective was to propose a method to classify cassava 
leaf diseases. The study proposed the use of the EfficientNet-
B0 model [18] which is a state-of-the-art methodology. It is a 
scaling method that uses a compound coefficient to scale all 
depth/width/resolution dimensions uniformly. This method 
outperforms the existing research works on the early 
detection of cassava leaf disease classification. The current 
approach could help the farmers and the agricultural 
industry. From the experimental results, we found that the 
proposed model provides acceptable performance. The 
accuracy of the overall system reached 92.6%. In future 
works, this model could be improved to classify other 
cassava diseases, as well as other plant diseases. 
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