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Abstract Text classification is a technique of predicting assigning a class label
of an anonymous document or classifying the documents into known classes. The
content of a text is a primary source for classifying the data in text classification.
The researchers used the content of a text in different ways like most frequent terms,
TFIDF scores of terms, N-grams of word and character for text classification. In
this work, a term weight measure-based machine learning approach is proposed
for text classification. In this approach, we propose a new term weight measure
to represent the importance of a term in a document. The terms which are more
frequent in the dataset are extracted to represent the documents as vectors. The
term value in vector representation is determined by using term weight measure.
Four term weight measures are used in this experiment to compute the weight of
a term. Machine learning algorithms are trained by using these vectors to generate
the model for classification. The performance of a proposed system is predicted by
using this classification model. Accuracy measure is used as a performance evalua-
tion measure. Six machine learning algorithms and two datasets namely, IMDB and
Enron Spam datasets are used in this work. The proposed termweight measure-based
approach efficiency is good when compared with results of popular approaches to
text classification.

1 Introduction

The textual information in the Internet is increasing tremendously through different
social media platforms. The type of text is very important for better organization
of text and effective accessing of information in the Internet. Text classification
(TC) is one such technique to classify the documents into different categories as
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well as detecting the class label of an anonymous document [1]. The researchers
proposed several approaches based on stylistic features, content-based features,
word n-grams, character n-grams, term weight measures (TWMs), feature selec-
tion techniques, similarity based techniques, machine learning (ML) techniques
and deep learning (DL) techniques for text classification [2]. In general, the text
classification approaches are divided into several steps such as data collection,
data preprocessing, feature extraction, dimensionality reduction, document vector
representation, machine learning techniques and exploration of results.

Several researchers focused on the development of TWMs to compute the term
weight in a document [3]. The TWMs are majorly categorized into two types such as
supervised TWMs (STWM) and unsupervised TWMs (UTWM) by considering the
utilization of class membership information. The STWMs used class membership
information while computing the term weight. The UTWM not used class member-
ship informationwhile determining the termweight [4]. In thiswork,we concentrated
on the proposal of a novel supervised TWM to determine weight of terms based on
the term distributions in various classes. The proposed measure used the information
of the way the term is distributed in positive class of documents, negative class of
documents, within a document and total dataset to calculate the term weight in a
document.

In this work, a TWM based machine learning method is proposed for text clas-
sification. In this approach, TWMs are used to determine the term value in vector
representation of documents. Various ML techniques such as Decision Tree (DT),
Gaussian Naïve Bayes (GNB), Logistic Regression (LR), Random Forest (RF), K-
Nearest Neighbor (KNN) [5], Support Vector Machine (SVM) and linear SVM are
used to generate the model to assess the efficiency of the proposed approach. Two
datasets namely Enron spam dataset and IMDB movie reviews datasets are used in
this experiment. The proposed TWM performance is compared with various popular
TWMs such as TFIDF, TFRF and TFIDFICF.

This chapter is structured in 5 sections. Dataset characteristics are presented in
Sect. 2. The proposed approach is explained in Sect. 3. The existing and proposed
termweightmeasures are described in Sect. 4. The experimental results are discussed
in Sect. 5. The conclusions and future scope are explained in Sect. 6.

2 Dataset Characteristics

The characteristics of datasets are mentioned in Table 1.
The dataset play a major role in the text classification process. The datasets which

are collected from known sources with correct labels are obtaining good accuracies
in the classification process. In this work, two datasets such as IMDB and Enron
spam datasets are used.
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Table 1 The dataset
characteristics

S. No. Dataset name Number of
documents/samples

1 IMDB [6] 50,000 (positive and
negative reviews)

2 Enron spam dataset [7] Ham (3672 files),
spam(1500 files)

3 A Term Weight Measure-Based ML Approach for Text
Classification

In this work, a TWM-based machine learning approach is proposed for text classifi-
cation. In this approach, term weight measures and machine learning algorithms are
used to improve the accuracy of classification. The proposed model is represented
in Fig. 1.

In this approach, firstly, apply preprocessing techniques like tokenization, lower-
case conversion, removal of punctuations, stop words removal and stemming. Stop
words are words which are commonly used by the users like articles, prepositions,
etc. but they are not useful in the process of classification [8]. Stemming is a tech-
nique of converting a word into its root form [9]. After cleaning the data from the
dataset, the dataset contains all informative words which are useful for classification.
Next step is extracting the important terms for experiment. The most frequent terms
are selected as important terms. The documents are represented with these selected
terms as document vectors. The value of a term in vector representation is determined
by using TWM. Once the vectors representation is ready the ML algorithms are used
to train on the document vectors and generate a classification model and it is used
to determine the performance of the proposed approach as well as detect the class
label of a test document.

4 Term Weight Measures (TWMs)

The TWMs determine the value of a term based on the importance of a term in
document. In this work, we proposed a new TWM and compared with three popular
term weight measures.

4.1 Term Frequency and Inverse Document Frequency
(TFIDF)

TFIDF assign weight to the terms based on term frequency and documents that are
containing the term at least one time [10]. Equation (1) is used to compute the TFIDF
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Fig. 1 The proposed approach

measure.

TFIDF(Ti ,Dk) = TFik × log

(
N

DFi

)
(1)

In this measure TFik is the occurrence count of Ti term in Dk document, N is to
total count of documents in whole dataset, DFi is the documents count in dataset
which contain term Ti at least one time.
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4.2 Term Frequency and Relevance Frequency (TFRF)
Measure

TFRF measure considers the information of term presence of documents in negative
and positive class [11]. Equation (2) is used to compute the TFRF measure.

TFRF(Ti , Dk) = TFik × log

(
2+ A

max(1,C)

)
(2)

In thismeasure, TFik is frequency of termTi in kth document,A is count of positive
class documents have a term Ti, C is the documents count of negative class that have
a term Ti.

4.3 Term Frequency Inverse Document Frequency
and Inverse Class Frequency (TFIDFICF) Measure

TFIDFICF measure considers the information of term frequency of a term, count of
documents contains term and count of classes contains term [12]. Equation (3) is
used to determine the TFIDFICF measure.

TFIDFICF(Ti ,Dk) = TFik × log

(
N

DFi

)
× log

( |C |
CFi

)
(3)

In this measure, TFik is term Ti occurrence count in Dk document, N is total
documents in dataset, DFi is documents count that contain term Ti, |C| is classes
count in dataset and CFi is classes count which contain term Ti.

4.4 Proposed Class Specific Supervised Term Weight
Measure (CSTWM)

The proposed STWMconsiders different types of information of terms in the dataset,
in other words, the way terms are distributed in the dataset. This measure gives more
weight to the terms that are occurred more times in the dataset, the terms that are
discussed in less number of documents in the dataset, the terms that are discussed in
less number of classes and the terms that are occurred more times in positive class
of documents when contrasted with negative class of documents.

CSTWM(Ti ,Dk) = TF(Ti ,Dk)× log

( |D|
1+ DFi

)
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× log

( |C |
1+ CFi

)
×

(
A

1+ C

)
(4)

where |D| is total documents in dataset, |C| is classes count in dataset, CFi is count
of classes in dataset which contain ith term.

5 Experimental Results of Term Weight Measures

The experiment is conducted with the four term weight measures and six machine
learning algorithms for text classification. In this work, 8000 terms that are more
occurred in the dataset are extracted for vectors representation of documents. The
experiment started with 2000 terms and increases the number of terms in next iter-
ations by 2000. It was observed that the text classification accuracies are reduced
when experimented with more than 8000 terms. The documents are represented
with extracted features as vectors. The machine learning algorithms trained on these
vectors and gives the accuracy of proposed system. The text classification accuracies
of different classifiers on IMDB dataset is showed in Table 2.

In Table 2, the combination of most frequent 8000 terms and RF algorithms
achieved accuracy 0.848 for text classification when the TFRF measure is used to
compute the term weight in vector representation. The combination of most frequent
8000 terms and RF algorithms achieved accuracy 0.851 for text classification when
the TFIDFICF measure is used to compute the term weight in vector representation.
The combination of 8000 terms and RF algorithms achieved accuracy 0.859 for text
classification when the proposed CSTWM is used to compute the weight of terms
in vector representation. Overall, the proposed CSTWM attained best accuracies
for text classification when compared with other TWMs. It was found that the RF
classifier shows best efficiencies for TCwhen contrastedwith othermachine learning
algorithms.

Table 3 displays the accuracies of TC when experimented with most frequent
terms and machine learning algorithms on Enron Spam dataset.

In Table 3, the combination of 4000 terms and LR algorithm achieved accuracy
0.910 for text classification when the TFIDF measure is used to compute the term
weight in vector representation. The combination of 4000 terms and LR algorithm
achieved accuracy 0.913 for text classification when the TFRF measure is used to
determine the weight of terms in vector representation. The combination of 6000
terms and LSVM algorithm achieved accuracy 0.915 for text classification when the
TFIDFICF measure is used to compute the weight of terms in vector representation.
The combination of most frequent 8000 terms and LSVM algorithm achieved accu-
racy 0.919 for text classification when the proposed CSTWM is used to calculate the
weight of terms in vector representation. Overall, the proposed CSTWM obtained
good accuracies for text classification when compared with other TWMs. It was



A New Supervised Term Weight Measure Based Machine … 569

Table 2 The accuracies of text classification on IMDB dataset

Term weight measures/machine
learning algorithms/most frequent
terms

2000 4000 6000 8000

TFIDF LR 0.805 0.828 0.832 0.846

KNN 0.606 0.574 0.589 0.568

SVM 0.793 0.812 0.815 0.831

LSVM 0.821 0.824 0.812 0.828

GNB 0.731 0.691 0.637 0.635

DT 0.659 0.656 0.667 0.656

RF 0.821 0.819 0.821 0.839

TFIDFICF LR 0.805 0.827 0.839 0.849

KNN 0.606 0.574 0.593 0.574

SVM 0.793 0.811 0.814 0.835

LSVM 0.821 0.827 0.819 0.830

GNB 0.731 0.691 0.639 0.645

DT 0.656 0.672 0.661 0.660

RF 0.829 0.826 0.839 0.851

TFRF LR 0.814 0.823 0.827 0.836

KNN 0.579 0.582 0.574 0.567

SVM 0.795 0.81 0.819 0.825

LSVM 0.806 0.798 0.802 0.803

GNB 0.731 0.691 0.629 0.618

DT 0.665 0.668 0.659 0.658

RF 0.818 0.828 0.841 0.848

CSTWM LR 0.801 0.828 0.835 0.833

KNN 0.601 0.569 0.580 0.573

SVM 0.788 0.816 0.823 0.834

LSVM 0.803 0.796 0.803 0.807

GNB 0.731 0.692 0.621 0.618

DT 0.663 0.665 0.667 0.666

RF 0.830 0.834 0.845 0.859

identified that the LSVM and LR classifier shows best performance when contrasted
with other machine learning algorithms.
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Table 3 The accuracies of TC on enron spam dataset

Term weight measures/machine
learning algorithms/most frequent
terms

2000 4000 6000 8000

TFIDF LR 0.899 0.910 0.909 0.909

KNN 0.851 0.850 0.840 0.842

SVM 0.896 0.903 0.903 0.905

LSVM 0.869 0.878 0.878 0.877

GNB 0.731 0.769 0.769 0.801

DT 0.889 0.881 0.874 0.888

RF 0.905 0.903 0.901 0.906

TFIDFICF LR 0.905 0.913 0.911 0.909

KNN 0.867 0.866 0.859 0.845

SVM 0.901 0.894 0.895 0.886

LSVM 0.906 0.910 0.915 0.911

GNB 0.731 0.772 0.774 0.803

DT 0.892 0.879 0.874 0.889

RF 0.904 0.901 0.902 0.906

TFRF LR 0.902 0.913 0.912 0.909

KNN 0.866 0.866 0.863 0.853

SVM 0.897 0.886 0.886 0.889

LSVM 0.869 0.891 0.893 0.887

GNB 0.729 0.773 0.774 0.809

DT 0.889 0.882 0.878 0.885

RF 0.906 0.901 0.902 0.906

CSTWM LR 0.906 0.915 0.913 0.913

KNN 0.879 0.883 0.877 0.863

SVM 0.901 0.893 0.894 0.891

LSVM 0.907 0.910 0.905 0.919

GNB 0.733 0.778 0.780 0.908

DT 0.890 0.883 0.879 0.885

RF 0.904 0.903 0.899 0.907

6 Conclusions and Future Scope

In this work, a new a term weight measure-based ML approach is proposed for
text classification. Four TWMs are used to determine the value of a term in docu-
ment vector representation. A new TWM is proposed and observed that the proposed
CSTWMattained best accuracies for text classification when compared with existing
TWMs. For IMDB dataset, the combination of RF classifier and proposed CSTWM
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attained an accuracy of 0.859 for text classification. For Enron Spam dataset, the
combination of proposed term weight measure and SVM classifier attained an
accuracy of 0.919 for text classification.

In future work, we are planned to implement to a new vector representation to
avoid the problems in existing document representations. It was also planned to
implement DL techniques to increase the accuracy of TC.
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