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Abstract. Palm vein identification relies on unique patterns within the palm 

veins, illuminated by Near Infrared Light (NIR) with wavelengths from 760 

nm to 820 nm, penetrating the skin up to 5mm. Absorption of NIR by 

deoxygenated blood in veins creates distinct dark patterns. However, this 

high wavelength light may cause skin and tissue infection. Vein networks 

are captured via infrared-sensitive cameras, with captured images pre-

processed to remove noise and features extracted for recognition. Feature 

extraction primarily involves network segmentation, creating reference 

maps for subsequent recognition. These feature maps serve as blueprints for 

neural networks, facilitating streamlined identification processes. 

1 Introduction 

Currently, palm vein identification is an intriguing area of study, Concentrating on biometric 

authentication, this approach emphasizes the utilization of palm and vein patterns for precise 

identification and security verification purposes [1]. Unique vein patterns are formed through 

Near-Infrared Light (NIR) techniques, with a wavelength ranging from 760nm to 820nm, 

penetrating the skin to a depth of about 5mm [2]. Subsequently, deoxygenated blood within 

the veins is absorbed by NIR light, leading to skin and tissue infection due to the high 

wavelength [3], resulting in the dark appearance of veins in the network. An infrared-

sensitive camera is employed to capture the vein network [4].The camera captures an image, 

which undergoes preprocessing to remove noise, followed by feature extraction to identify 

the best features. These noiseless features are then utilized in an image recognition scheme 

[5]. The vein's feature extraction process is based on network segmentation, generating a 

ground truth map from the extracted features in image segmentation [6]. Feature maps serve 

as templates for neural networks, specifically Convolution Neural Networks (CNN), 

enhancing the accuracy of the recognition scheme [7].In the biometric context, CNN is 

employed for classification and segmentation, incorporating architectures like Google Net, 

Alex Net, and VGGNet [8]. Image segmentation, however, faces challenges such as an 

increased number of output probabilities proportional to total image pixels [9]. Fully 

Convolution Networks (FCN) are introduced to improve image segmentation by training 

image formations, performing segmentation, and employing up-sampling and sampling 

 
* Corresponding author : Sandhyatuti95@gmail.com 

  

 

 

 

 
 
 

 
 
  

 
 

 

, 01059 (2024)MATEC Web of Conferences https://doi.org/10.1051/matecconf/202439201059 392
ICMED 2024

  © The Authors,  published  by EDP Sciences.  This  is  an  open  access  article  distributed  under  the  terms  of the Creative
Commons Attribution License 4.0 (https://creativecommons.org/licenses/by/4.0/). 



 

 

mechanisms [10]. U-Net is utilized to enhance up-sampled characteristics, ensuring data 

security in biomedical and biometric domains [11].U-Net includes encryption and decryption 

layers, with the encoder layer altered using Gabor Filters to extract vein features [12, 13]. 

CNN, a classification of Artificial Neural Networks (ANN), is preferred for image 

segmentation and recognition, providing advantages in evaluating different features within 

an image [14]. CNN finds applications in medicine, diagnostics, and agriculture, offering 

superior outcomes in image feature extraction and classification [15]. Its growing use 

encodes image positions through emerging CNN techniques [17], providing advantages over 

other models in accuracy, automated feature detection, and weight sharing [18].The research 

motivation lies in advancing vein recognition in digital applications, offering superior 

security compared to other biometric. However, contact less vein recognition poses 

challenges, demanding intelligent models with additional features, potentially increasing 

computational complexity. This research aims to design an optimized deep network for vein 

recognition, addressing these challenges and maximizing efficiency. 

2 System model 

The primary motivation for this research stems from the advancements in vein recognition 

within digital applications. In comparison to other biometric methods, vein recognition boasts 

the highest security score. Nevertheless, identifying contact less veins presents a formidable 

challenge due to the complexities involved in retrieving hidden contact less features. 

Traditional image processing techniques encounter difficulties in recognizing veins from 

contact less palm images. Furthermore, conventional neural approaches struggle to 

effectively track veins in palm images. Figure 1 illustrates the system model. 

 

 
Fig.1 System Model and its Problem Statement  
 

Moreover, diverse machine learning and deep learning algorithms are employed to detect 

veins in image datasets. Nevertheless, they encounter difficulties in effectively segmenting 

veins. Consequently, there is a need for an intelligent model with additional features to 

address these challenges, potentially increasing computational complexity and resource 

utilization. These issues serve as the driving force behind the current research, aiming to 

develop an optimized deep network for vein recognition 
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3 Literature review 

Several recent studies in the domain of image segmentation and vein recognition have been 

outlined below: 

 

Rama Vasantha Adiraju et al. conducted a comprehensive survey on finger and palm vein 

recognition schemes [19]. The increased use of online data due to the growth of the internet 

necessitates enhanced security through unique identification. While passwords and PINs are 

commonly used for security, the palm vein identification system offers improved security 

through a unique identification scheme. However, this method tends to be costlier compared 

to alternative methodologies. 

 

Hengyi Ren et al. introduced a finger vein recognition system incorporating template 

protection based on a convolutional neural network (CNN) [20]. This research collected 

finger vein characteristics due to their high stability and safety, with many fields adopting 

this recognition scheme. Despite its popularity, CNN faced security challenges in finger vein 

recognition systems. The collected data were stored in the recognition system to enhance 

security against attackers, but the high cost of this newly developed methodology remained 

a concern. 

 

Fawad Ahmad et al. proposed Lightweight and Privacy-Preserving Template Generation for 

Palm-Vein-Based Human Recognition [21]. This research aimed to achieve a higher accuracy 

rate in palm vein recognition schemes. Pre-processing was initially performed on collected 

datasets, followed by feature extraction. The extracted features were trained to capture the 

texture, and randomization and quantization methodologies were applied to enhance 

accuracy. However, the quantization process resulted in a decrease in image quality. 

 

Wei Jia et al. addressed computational complexities in palm print recognition by developing 

the EEPNet: An efficient and effective convolutional neural network for palm print 

recognition [22]. EEPNet, based on the CNN mechanism, was designed to overcome existing 

technological challenges, resembling MobileNet-V3 but with compression occurring at the 

number of layers and an enlarged convolution kernel. 

 

Shi Jinn Horng et al. presented a scheme for Recognizing Palm Vein in Smartphones Using 

RGB Images [23]. This research introduced a lower-rate palm vein recognition scheme for 

smartphones using red, green, and blue images. The method involves detecting enhanced 

vein patterns initially, followed by the utilization of the saturation channel mechanism. 

Despite addressing smartphone-specific issues using deep learning, this technique exhibited 

lower accuracy when compared to alternative models. 

 

4 Methodology 

Palm vein recognition is the most interesting topic in many sectors, like medical, military, 

and other security concerns. However, in the imaging application, palm veins remained in 

poor visualization. Hence, the intelligence model has been introduced in this field, but if the 

data is too complex, then it has recorded poor feature analysis outcomes, so the present 

research work has aimed toConstructing an innovative Monkey-based Elman Vein 

Recognition Framework (MbEVRF) is the primary objective, aiming to identify contactless 

veins within the trained palm images. The final evaluation of this framework involves 
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measuring performance through key metrics, including acceptance rate and accuracy 

parameters. 

 

Fig.1 Proposed architecture  

 

 

5 Expected outcome 

 The planned model is implemented in the Python environment, and the robustness score 

has been validated in terms of,  

❖ Acceptance rate  

❖ Accuracy  

❖ Sensitivity  

❖ Precision  

❖ f-score  

❖ Error rate.  

 

6 Comprehensive Analysis 

The comprehensive examination of palm vein identification underscores its significant role 

in the realm of biometrics. The process of authentication and identification hinges on the 

distinctive patterns inherent in palm veins, which are shaped through the utilization of Near 

Infrared Light (NIR) with a wavelength ranging from 760 nm to 820 nm. This particular 

wavelength possesses the capability to penetrate the skin up to a depth of 5mm. The 

absorption of NIR light by deoxygenated blood within the veins results in their dark 

appearance in the captured network. It is imperative to highlight that the use of a high 

wavelength in this process carries the potential risk of skin and tissue infection, thus 

contributing to the observed darkening of veins. The capture of the vein network entails the 
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deployment of an infrared-sensitive camera. The operational sequence of this camera 

involves initial image capture, followed by preprocessing to eliminate noise, and 

subsequently, feature extraction to identify and isolate valuable features. These discreet 

attributes play a pivotal role in an image recognition system, predominantly grounded in 

network segmentation for the comprehensive identification process. The feature maps, 

derived from the extracted features in image segmentation, function as architectural 

blueprints for neural networks. This architectural foundation significantly enhances the 

efficiency of palm vein identification by streamlining and optimizing the overall 

identification process. 
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