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Abstract. In recent years, Biometric system are the one, which is widely 

used method for the recognition and identification of an individual that are 

highly demanded approach for its absolute security and accuracy which 

plays a vital roles in banking, commercials, business and other fields. 

Moreover this research is based on the multimodal biometrics which is 

recommended for its high recognition performances and it overcome the 

demerits of unimodal biometric approach. This research concentrate two 

multi-modal biometric traits such as face and iris, and propose Gradient 

Neural Network (Gen-NN) method to improve the biometric authentication 

by using the VISA face and iris multi-modal biometric database also used 

ResNet-101 and WaveNet for the feature extraction where the input of face 

and iris can be extracted. 

1 Introduction 

The main aim of biometric security is to secure the information from an unauthorized 

person based on pattern recognition, which requires biometric data from every individuals, 

based upon physical and behavioral characteristics [11-13] [1]. Early days the traditional 

authentication methods such as creating passwords, account number are very much used 

and these such methods cannot provide security compared to biometric security [2]. In 

recent times, biometric security plays a vital role in all over the world. Biometric means the 

involving of automated recognition of individuals based on the unique physical 

characteristics such as iris, finger prints and behavioral characteristics such as voice , 

signature and they typically used for the purpose of security[14][4]. Compared to the 

traditional approach, biometric recognition has various merits as, the information of 

authorized person cannot be stolen by the unauthorized person [2]. The biometric features 

can be classified into two groups such as extrinsic traits and intrinsic traits. The extrinsic 

biometric traits are iris and finger prints, and the intrinsic biometric traits are palm vein and 

finger vein. The intrinsic traits cannot affect the external factors because they are not visible 
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meanwhile the extrinsic traits can affect the external factors because they are visible [15] 

[4].Recently, biometric security is the one, used in many domains such as healthcare, social 

network applications, cloud computing, bigdata and homeland security [16] [1]. 

Due to high demand in various fields, multi-modal biometric technologies are used and that 

helps for providing better accuracy, universality and security [20, 17] [1]. The multi-model 

biometric recognition system increases the reliability of decisions and the robustness to the 

fraudulent technologies [25] and achieved at sensor-level [30], feature level [21, 24, 27, 28, 

29], score-level [11, 22], rank level [19, 23] and decision-level [18, 26], respectively 

corresponding to image acquisition, feature extraction, score matching and decision stage 

[3]. The multi-modal biometric are highly equipped by combining various single biometric 

verification techniques, and amassing the merits that accomplish the efficiency of the 

system and attain further strong techniques [31] [7]. In biometric technology, the mainly 

used and acceptable technology is the one, extracted from the finger due to its flexibility, 

imaging simplicity and other feature reliabilities  [16, 17] [1]. There are four patterns can be 

used for biometric from the finger are finger vein (FV), finger prints (FP), finger knuckle 

print (FKP) and finger shape. For penetration, FP and FKP patterns are imaged by the 

reflecting visible light source and the FV images are visible by the near infrared (NIR) light 

[31] [5]. 

Machine Learning algorithms are used for some extraction techniques that helps to take out 

the raw biometric transformation into somesuitable formats. Sometimes these approaches 

cannot cope with the biometric image transformation. The non-deep learning methods 

include sub-learning based methods [23,24], code based techniques [25-29] and other local 

feature based methods [10-12] are incapable to achieve satisfactory results [5]. 

Optimization threshold techniques are used for the decision levels and did not achieved 

several biometric features like single fusion part, the universality properties. The system of 

traditional biometric has four segments they are pre-processing, feature extraction, 

matching and decision making components, here, the feature extraction method crucially 

affect the system. Recently deep learning approaches made a huge impact on biometric 

technologies and gives appropriate results [23-31] [4]. The multi-model based biometric 

finger vein, face, iris and palm recognition were implemented using deep learning. Here the 

deep learning algorithm improved the recognition performance using convolutional neural 

network (CNN) and transfer learning in the biometric system [13, 21]. The CNN is used for 

the lively detection and utilizes the datasets for the effective classifier performance. CNN 

and support vector machine (SVM), classifiers are used in theuni-model and multi-model 

face and irisdetections [1]. 

This paper presents the multi-modal biometric recognition for face and iris by using Gen-

NN algorithm and feature mapping. In order to develop the recognition using multi-modal 

biometrics, the pre-trained modal ResNet-101 and the WaveNet are used in this research 

that helps to extract and classify the face and iris image from the pre-processed method, 

here Gabor and the Discrete Wavelet Transform (DWT) method are the combination of 

wavelets used in this proposed modal.The pre-processing methods include filtering, 

geometric normalization, and illumination normalization for face image that apply 

smoothness and reduce unwanted noise from the image and for the iris image, pre-

processing methods include background removal, normalization and enhancement contrast 

are used to adjust the images pixel qualities. The visa face multi-modal biometric database 

[15] is the database used in this proposed modal. The contribution of this research can be 

summarized as follows 

• A face image recognition method extracts or identify the facial features from the input 

image and for iris image recognition, the image quality is segmented and determined a 

unique patterns by using deep neural networks 
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• Gen-NN method for deep learning classification system is employed for both iris and 

face biometrics. 

• Feature mapping for face and iris biometrics are also classified and the ResNet-101 

extraction used for face biometric and the wavenet extraction is used for Iris biometric 

which is done by using the combination of Gabor and DWT wavelets. 

The article is organized as, section 2 contains the related works, section 3 contains 

challenges of former methods, section 4 give the objectives of the proposed method, section 

5 describes all methods involved in the recognition of the face iris biometric, section 6 

elaborates the results obtained through the proposed research, and section 7 states the 

conclusion and the future works.  

2 Literature review 

Daas S, Yahi A,et al [1] developed multi-modal biometric recognition using deep learning 

based on finger vein and finger knuckle print fusion using AlexNet, VGG16 and ResNet50 

datasets.This modal improved the recognition pattern in various fields such as medical, 

computer vision and gave better performances, but the user privacy for the facial 

recognition is limited.Wang Y, Shi D, et al [2] utilized Convolutional Neural 

Network(CNN) method for biometric recognition using AlexNet and VGG-19 datasets and 

build ROC and P-R curve for better performances. This method cannot be applied in mobile 

embedded terminals. Zhou C, Huang J, et al [3] used hybrid fusion method for biometric 

recognition using CASIA, PolyU and SDU datasets and achieved the average accuracy in 

multimodal biometric system, about this method needed improvement for higher and more 

stable performances. Alay N, Al-Baity HH [4] developed multi-model recognition using 

deep learning with SDUMLA-HMT datasets outperformed and achieved maximum 

accuracy using biometric traits, but during multiprocessing, the image detection required 

more time. Li S, Zhang B, et al [5] used local coding based convolutional neural network 

with our-tri and SD-tri datasets whichreduced the high parameters and improved the 

computational efficiency, but it required large training data and computational power. 

Babalola FO, Bitirim Y, et al [6] developed binarized Statistical Image Features(BSIF) 

descriptor and CNN with CASIA, FYO, PUT, VERA and Tongji datasets, here the score 

level fusion method is used for palm vein recognition and achieved high accuracy, but the 

method cannot be implemented in hand dorsal vein and wrist vein biometric 

authentications. 

2.1 Challenges 

The challenges of former methods for multi-model biometric are as follows, 

• In CNN, the feature level fusion is not implemented that is used for authentication and 

identification in the biometric materials [9]. 

• The hybrid fusion method needed some improvements to achieve higher and more 

stable performance [3]. 

• In deep learning approach, there are several multiprocessing steps required for image 

detection which cause more time [4]. 

• BSIF method cannot be implemented in hand dorsal vein and wrist vein biometric 

authentication [6]. 

• LC-CNNmethod requires large training data and computational power to train the 

data which requires more memory storage space [5]. 
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3 Proposed Methodology 

For personal identification system, several biometric indicators are used for the 

identification of an individual using multi-modal biometrics. In unimodal biometrics, it has 

only one biometric data (ie., finger print or face or palm prints or iris), but in multi-modal 

biometrics, it contains the combination of two or more biometric data that helps to improve 

the performance results and prevent from unauthorized users and reduce the False 

Acceptance Rate (FAR).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1. The framework of the proposed model 

 

These systems are capable of utilizing multiple physiological or behavioral 

characteristic features of a person for enrollment, identification or verification process. 

Multi-modal authentication has more number of levels of authentication compared to 

unimodal authentications. The multi-modal system overcome the limitations such as noisy 

data, intra class variations, non-universality, unacceptable error rates and spoof attacks in 
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unimodal approach. Here, the development of a multi-modal biometric system is based on 

the combination of face and iris biometrics. 

The main aim of this research is the recognition of a person with the multi-model 

biometrics usingface and iris.This proposed model is highly recommended for the approach 

to secure the information from the unauthorized person. For the face input dataset, it 

undergoes several preprocessing steps such as filtering process, geometric normalization 

and illumination normalization and for the iris input dataset, it undergoes background 

removal, normalization and enhancement contrast. After the completion of preprocessing 

steps, then the pre-processed images undergoes feature extraction processes using wavenet 

and RESNET-101 descriptors in which the raw image is transformed into features that 

preserve the information in the original datasets without any alternations. Then the feature 

apping processis done that will form the input to the gradient neural network that 

recognizes the person based on their multimodal biometrics. The classifier classifies the 

images and capture better underlying patterns in the data. Here the Gradient Neural 

Network is used to measure the changes in the biometric patterns with regard to change in 

errorof the multi-modal biometric. The dataset considered is VISA dataset [25]. 

3.1 Input Dataset 

The visa face and iris multimodal biometrics database [15] is used in the proposed system, 

which contains 12 subsets that corresponds to the 12 different objects and holds 10,821 

images with 9,621 normal and 1,200 anomalous samples. Let us take input from the dataset 

as
  ,  D F I=

, where F represented as face image and I represent as iris image. The face 

and iris image can be written as, 

 1 2{ , ,..., ,... }i nF F F F F=
     (1) 

1 2{ , ,..., ,... }i nI I I I I=
      (2) 

From the above equation, iF
denote the 

thi value of face image from the dataset and 

iI
denote the 

thi value of iris image from the dataset and where, nF
 and nI

 denotes the 

total number of face images and iris images from the dataset. 

3.2 Pre-Processing 

In preprocessing, the filtering method, geometric normalization and illumination 

normalization are used for the face input in which, the filters are used to smoothing or 

changes the pixel values of an image and gives enhanced images. The geometric 

normalization performs the contrast adjustments to the images and the illumination 

normalization will reduce the variations in the facial images. For iris, background removal, 

normalization and enhancement contrast process is done where, the background removal 

process is also called semantic segmentation, in which it removes the unnecessary noise 

from the background and the normalization method divides the image into each pixels and 

the enhancement contrast process adjust the image into relative grey-scale levels to improve 

the visibility. The above equation (1) & (2) undergo pre-processing method and give, 

1 2{ , ,... ,... }p p p p

i nF F F F F=
      (3) 

1 2{ ,..., ,..., }p p p p

j nI I I I I=
     (4) 
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Where

p

iF
 and 

p

jI
 denotes the pre-processed face image and iris image. Here we take 

thi value as an input image for both iris as 

p

i iF F=
and face as 

p

j jI I=
from the dataset. 

3.2.1 Feature Extraction 

The feature extraction method extract the key features from the pre-processed face and iris 

image, where the raw images of face and iris are modified into number of features by using 

ResNet-101 and WaveNet features. This extraction helps to provide an accurate recognition 

or identification of an authorized person. 

3.2.2 ResNet-101 for face features 

The resNet-101 is a CNN based network which contains 101 deep convolutional layers in 

the neural network that is made up of 33 and 29 layer blocks that are directly employed in 

previous blocks. It is a pre-trained neural network that extracts from the face image and 

classifies it into 1000 number of object categories and requires 224 x 224 size of input 

model also 155 MB allocated memory space. This method produce significant results and 

beat up VGG-16 several experiments. The pre-processed face image then undergo the 

RestNet feature extraction and give the value as 

p

i iF R=
 here, iR

denote the face image in 

which the key features are extracted by ResNet method. 

3.2.3 WaveNet for iris features 

The WaveNet is a deep convolutional neural network (DCNN), in which, it takes the 

average frequency of a raw image data from the pre-processed iris input and extracts the 

specific values, which is encoded and quantized using two methods, such as Gabor wavelet 

and Discrete Wavelet Transform (DWT). The combination of Gabor and the DWT wavelets 

are known as WaveNet. 

a) Gabor wavelet: The Gabor wavelet filter, decomposing the signal using quadrature pair 

with real part and imaginary part also known as even and odd symmetric components 

whereas, the even symmetric is represented as cosine and the odd symmetric is represented 

as sine and the frequency center is represented as sine/cosine. A Gabor wavelet filter for 

two dimension over the image domain (a, b) is represented as 
2 2 2 2

0 0 0 0 0 0[( ) / ( ) / ] 2 [ ( ) ( )]
( , )

a a b b i x a a y b b

wG a b e e
   − − + − − − + −

=
    (5) 

Here, 0 0( , )a b
denotes the position of an image, where

, 
denotes the effective length 

and width of the image and 0 0( , )x y
denotes the specific modulation in which the spatial 

frequency of this modulation can be written as

2 2

0 0 0z x y= +
. 

To demodulating the output from the Gabor filter for compressing the data, Daugman [60], 

[61], [62] [59] method is used, which is done using quantizing the phase details into four 

different levels of each complex phase. For normalization, Daugman method uses polar 

coordinates which is given as, 
2 2 2 2

0 0( ) ( ) / ( ) /( , )
j q q

D q e e e
       − − − − − −=

    (6) 

The demodulation and the quantizing of phase process can be written as, 
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{Re,Im} sgn Re, Im , 0 0 2 0 2d u Iu e j e q u e p uvuv     = − − − − − −     (7) 

Here (
, 

) represents same as that of in (5) which is the effective length and width of the 

image and 
( , )q 

 denotes the frequency center of the filter. Where, {Re,Im}d
is denoted as a 

complex valued bit where the imaginary and real components are dependent on the sign of 

2D integral and 
( , )I u 

denote the raw iris image in dimensionless polar coordinate 

system.The feature extraction with log Gabor wavelet can wrap a large amount of 

frequency space that maintain a Zero DC component in an even filter that will not affect the 

extraction and the log Gabor wavelet function can be written in the form as, 
2

0

2
0

(log( / ))

2(log( / ))
( )

t t

t
g t e



−

=
      (8) 

Whereas the given 0t is denoted as the frequency center of the filter and  denoted as the 

bandwidth of a filter. Let the I(a, b) denotes the iris image where 

r

mV
and 

s

mV
 indicates the 

cosine ie., even symmetric and sine ie., odd symmetric wavelets of a scale m, then the 

quadrature pair of filters form a response vector that is, 

[ ( , ), ( , )] [ ( , )* , ( , )* ]r s

m m m mk a b Q a b I a b V I a b V=
    (9) 

The transformation of amplitude of a wavelet is given by, 

2 2( , ) ( , ) ( , )m m mA a b k a b Q a b= +
     (10) 

Then the phase is given as, 
2tan ( ( , ), ( , ))m m mT k a b Q a b =

     (11) 

Here the given 
( , )mA a b

is an amplitude and m is an angle phase. When the phase 

extraction happens, the iris image divides it into n by m of blocks in which the data from 

each block is encoded into 2-bit codes, and therefore the 2-bit codes describes each of 

codes and 2nm bits describes the whole iris. 

b)Discrete Wavelet Transform: DWT is one of the WaveNet extraction in which, 

introduces the low redundancy and improve the directionalities in the iris dataset. The 

authentication using DWT is faster than any other approach and improves the iris based 

identification.As the name indicate, this technique is used to transform the image pixels into 

multiple wavelets, that is defined as,

p

j jI W=
here, jW

 denote the iris image in which the 

key features are extracted by the WaveNet method. 

3.2.4 Face and Iris Feature Mapping 

In feature mapping method, the iris and face featuresextracted from the previous stepsare 

then analyzed for the band identifications using the filter in order to match the feature 

classes. Thismapping involves effective spotting of specific featuresfrom the input images 

inorder to verify the uniqueness of a human iris and face. While undergo feature mapping, 

the face and iris images are defined as, 

{ }i jM R W= 
       (12) 

Here, M denotes the mapped features of iris and face images. 
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3.2.5 Gradient Neural Network 

The Gen-NN is an unsupervised learning approach that helps to train the modals using the 

face-iris mapped features, where the parameters are adjusted to achieve equal to or close 

enough to zero error. In order to minimize the error, Backpropagation isone of the dynamic 

method, whichis used for training the model that captures the training parameters 

adaptively. The input vector undergo several process that depends on the weight and bias 

that can be 
( , )I f l B=

in which the dynamics of the interconnected networks of a 

neurons are connected dynamically of each neurons and synapse from the input vector, 

B Rh X i Y= + +       (13) 

Here R denotes the recurrent connectivity weight matrix, X is the input weight matrix, 
( )i t

 

denotes the input feature vector and Y indicates the bias of the input vector. 

3.2.6 Gradient calculation 

The backpropagation utilizes the following dynamic modifiedad-joint state of variables 

such as 
( , )l hk k

 can be written as, 

l hl lk fk g k− =  −
      (14) 

h hk k − = − +
      (15) 

Here 
( , )l hk k

are the modified ad-joints of l and h , where
/l f f l   

and 


is the 

bias, in which the recurrently connected network of the bias havea following expression 

that merge with the backpropagation dynamics of each neurons, 

( )t

B l hR f k d =  + 
      (16) 

From the equation (7) (8) and (9) of ad-joint state vectors, the sum of cost of a gradient 

neural network with regard to the neural network parameters are calculated as follows, 

( )

( )

( )

(

T

R B l

T

X B l

Y B l

T

Z z

C f k h dt

C f k i dt

C f k dt

C d h dt

 = 

 = 

 = 

 = 







  
Where d denotes the cost function of a parameter, here the multiplication is included in the 

calculation of gradient in between the presynaptic input source and the postsynaptic ad-

joint state of lk
, that is extracted from the hg k

has a similar coupling terms for the 

forward-propagating dynamic functions. 
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4  Performance Analysis 

The performance analysis for recognition using multi-modal biometrics of face and iris 

image based on Gen-NN is analyzed with metrics such as accuracy, sensitivity, and 

specificity and carried out by the VISA dataset. The discussion below shows the analysis 

with varying epochs and constant training of 90%. 

4.1 Performance analysis of accuracy using Gen-NN method 

The performance analysis of Gen-NN is measured with accuracy and the values of the 

parameters vary with the epochs such as 100, 200, 300, 400, and 500 with the constant 

training percentage of 90%. The accuracy of a proposed method is 75.34%, 80.861%, 

82.01%, 88.29% and 93.77% for the epochs 100, 200, 300, 400, and 500 respectively 

shown in Figure 2. 

 

 
Fig. 2. Performance analysis of accuracy using Gen-NN method 

4.1.1 Performance analysis of sensitivity using Gen-NN method 

In Figure 3, the performance analysis of Gen-NN is measured with sensitivity and the 

values of the parameters vary with the epochs such as 100, 200, 300, 400, and 500 with 

90% of constant training percentage. The accuracy of a proposed method is 71.93%, 

79.81%, 82.85%, 89.03% and 91.82% for the epochs 100, 200, 300, 400, and 500 

respectively. 
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Fig. 3. Performance analysis of sensitivity using Gen-NN method 

4.1.2 Performance analysis of specificity using Gen-NN method 

The performance analysis of Gen-NN is measured with specificity and the values of the 

parameters vary with the epochs such as 100, 200, 300, 400, and 500 with 90% of constant 

training percentage. The specificity of the modal with epoch 100 is 76.06%, with epoch 200 

is 81.21%, with epoch 300 is 84.74%, with epoch 400 is 88.11% and with epoch 500 is 

91.99% which is shown in Figure 4. 

 

Fig. 4. Performance analysis of specificity using Gen-NN method 
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4.1.3 Comparative analysis 

The comparative analysis of the proposed method of Gen-NN is evaluated with other 

certain methods such as Random Forest (RF) classifier, Decision Tree (DT) classifier, Deep 

Convolutional Neural Network (DCNN), long short-term memory networks (LSTM), 

Neural Network (NN) classifier, and Gen-NN 

4.1.4 Comparative analysis of accuracy 

The comparative analysis results with accuracy measure of proposed method with 

existing classifiers such as RF classifier is 62.18%, DT classifier is 63.57%, Deep CNN is 

64.05%, LSTM classifier is 70.28%, NN is 71.478% and Gen-NN 75.11% with least 

training percentage of 50 and the accuracy with 90% high training percentage is 81.91%, 

86.78%, 88.05%, 88.36%, 88.98%, and93.83% for RF classifier, DT classifier, DCNN 

classifier, LSTM, and NN, , which shows comparatively high accuracy for proposed 

method  is shown in Figure 5. 

 
Fig. 5. Comparative analysis of accuracy 

4.1.5 Comparative analysis of sensitivity 

The comparative analysis results with sensitivity measure of proposed method with 

existing classifiers such as RF is 65.67%, DT classifier is 66.38%, Deep CNN is 68.395%, 

LSTM classifier is 73.19, NN is 73.39% and Gen-NN 75.11% with least training 

percentage of 50 and the sensitivity with the high training percentage of 90% is 88.65%%, 

89.55%, 92.57%, 93.01%, 93.15%, and93.90% for RF classifier, DT classifier, DCNN 

classifier, LSTM, and NN, which shows comparatively high sensitivity for proposed 

method is shown in Figure 6. 
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Fig. 6. Comparative analysis of sensitivity 

4.1.6 Comparative analysis of specificity 

The figure 7 shows the comparative analysis results of specificity measure of a 

proposed method with the existing classifiers such as RF is 63.14%, DT classifier is 

63.62%, Deep CNN is 66.20%, LSTM classifier is 66.48, and NN is 66.87%with least 

training percentage of 50  and the specificity with the high training percentage of 90% is 

78.61%, 85.55%, 87.47%, 90.96%, 91.16%, and 92.07% for RF classifier, DT classifier, 

DCNN classifier, LSTM, and NN which shows the proposed method performance is higher 

than the existing methods. 

 

Fig.7.Comparative analysis of specificity 
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5 Conclusion 

The proposed method of multi-modal biometrics using Gen-NN model for recognition 

using face and iris images are the effective and efficient method used for identifying the 

authorized person. TheResNet-101 and WaveNet are the feature extraction methods used 

for face and iris images that are very much useful for extracting the key features and 

reduces the over-fitting issues also gives less computational time. The proposed method 

gives the better accuracy, sensitivity and specificity as 93.77%, 91.82%, and 91.99% with 

the epoch 500 compared to the existing methods. 
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