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Abstract. A Clinical Decision Support System (CDSS) combines medical 

knowledge with patient data to help healthcare providers make well-

informed decisions. It offers real-time advice and recommendations for 

better patient outcomes and treatment management. CDSS enhances clinical 

decision-making by analysing information, identifying patterns, and 

offering evidence-based insights at the point of care. This abstract delves 

into the realm of Smart Medicine, investigating the application of AI-

enhanced Clinical Decision Support Systems (CDSS) through the utilization 

of two prominent Convolutional Neural Network (CNN) architectures—

VGGNet and ResNet. The study explores the landscape of these advanced 

systems in the healthcare domain, emphasizing the role of VGGNet's 

simplicity and transfer learning capabilities, and ResNet's innovative 

approach to addressing the challenges of training deep networks. The 

research scrutinizes their efficacy in capturing intricate medical patterns, 

offering insights into the nuanced decision-making processes within clinical 

settings. By navigating the landscape of AI-driven CDSS, this study 

contributes to the ongoing dialogue on optimizing healthcare outcomes 

through the integration of sophisticated neural network architectures. The 

findings shed light on the potential benefits and considerations associated 

with VGGNet and ResNet in shaping the future of AI-enhanced clinical 

decision support in Smart Medicine.  

1 Introduction 

Artificial Intelligence (AI) integration has become a revolutionary force in the constantly 

changing field of healthcare, transforming the way clinical decisions are made. This paper 

embarks on a journey into the landscape of AI-enhanced Clinical Decision Support Systems 

(CDSS), exploring the paradigm shift that smart medicine brings to the forefront of patient 

care which is shown in Fig.1.  
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Fig. 1. AI Enhanced Clinical Decision Support Systems 

As the healthcare industry grapples with the complexities of vast datasets, dynamic patient 

profiles, and the constant pursuit of precision, AI stands as a beacon of innovation, promising 

to augment the decision-making capabilities of healthcare professionals. 

The intersection of AI and clinical decision support represents a convergence of cutting-edge 

technologies, encompassing machine learning, natural language processing, and predictive analytics. 

Through this exploration, we delve into the multifaceted applications of AI in healthcare, particularly 

focusing on its role in enhancing the accuracy, efficiency, and personalization of clinical decisions. 

Smart medicine, facilitated by AI-enabled CDSS, not only streamlines diagnostic and treatment 

processes but also holds the potential to redefine the entire healthcare landscape. 

AI-Enhanced CDSS serves as Smart Medicine for Precision Diagnosis and Personalized Treatment, 

Risk Prediction and Prevention, Optimized Decision-Making Support, Streamlined Workflow and 

Resource Management, Continuous Learning and Adaptation. 

AI-Enhanced Clinical Decision Support Systems (CDSS) represent a groundbreaking paradigm in 

healthcare, acting as "Smart Medicine" by significantly augmenting and optimizing various facets of 

patient care. The transformative impact of these systems lies in their ability to harness the power of 

artificial intelligence to interpret vast and complex healthcare data, thereby aiding healthcare 

professionals in making informed and timely decisions. In essence, the integration of AI-Enhanced 

CDSS into healthcare practices marks a transformative shift towards more intelligent, efficient, and 

patient-centric medicine. These technologies, together referred to as "smart medicine," not only 

improve the skills of medical practitioners but also open the door to a future in which proactive 

intervention, personalization, and precision characterize healthcare. 

2 Literature Survey 

F. Alshehri et.al [1] Conducted an extensive literature review to identify trends and 

applications of AI in healthcare, with a focus on clinical decision support systems. These are 

Emphasized the need for standardized datasets and highlighted potential challenges in 

generalizability across different medical specialties. 
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Mohammad Shehab et. al [2] Systematically reviewed studies on the application of machine 

learning in medical diagnosis, providing insights into the various algorithms employed. 

These studies addressed concerns related to the interpretability of complex models and the 

potential impact of biased training data on diagnostic accuracy.  

Jessica Morley et. al [3] explored ethical considerations associated with AI in medicine 

through a qualitative analysis of scholarly articles and ethical frameworks. The researchers 

also identified ethical dilemmas surrounding patient autonomy, privacy, and the responsible 

use of AI, emphasizing the importance of ethical guidelines.  

Mohamed Khalifa et. al [4] Investigated challenges in the real-world implementation of 

clinical decision support systems through case studies and interviews with healthcare 

professionals. The main drawback of these case studies are, discussed issues related to system 

integration, user resistance, and the impact on workflow efficiency in clinical settings. 

Guoguang Rong et. al [5] explored user experiences and preferences in AI-driven healthcare 

applications through usability studies and surveys. These preferences only highlighted the 

importance of user-centered design principles and identified challenges in balancing 

automation with user control. 

Rezazade Mehrizi et. al [6] Conducted a critical analysis of AI applications in radiology, 

reviewing studies on the use of AI for image interpretation and diagnostic support. This 

analysisexplored challenges such as the need for large annotated datasets and potential 

uncertainties in clinical decision-making based on AI-generated insights. In their 

investigation of machine learning techniques for predictive analytics in healthcare, Mohd 

Javaid et al [7] concentrated on the application of AI for risk assessment and preventive 

measures. These approaches Addressed issues related to the interpretability of predictive 

models and discussed the importance of continuous model updating. 

Anto Čartolovni et. al [8] Explored legal considerations associated with AI in clinical 

decision-making through a review of legal literature and case studies. These case studies 

Addressed concerns related to liability, accountability, and the need for clear regulatory 

frameworks in the context of AI-enabled healthcare systems. 

S. Temple et. al [9] Conducted qualitative interviews to explore patient perspectives on AI in 

healthcare, focusing on perceived benefits and concerns. The authors also explored issues 

related to trust in AI recommendations, patient understanding of AI algorithms, and the 

importance of transparent communication.  

Whicher Danielle et al. [10] presented a framework that includes measures for efficacy, 

efficiency, and patient happiness in order to assess how artificial intelligence is affecting 

healthcare results. They discussed the challenges in defining standardized evaluation metrics 

and highlighted the need for long-term outcome assessments. 

3 Existing System 

Clinical decision support systems (CDSS) that have been augmented by artificial intelligence 

(AI) use AI approaches to help healthcare workers make better and more accurate decisions. 

These systems integrate clinical knowledge, patient information, and advanced algorithms to 

provide recommendations or predictions. 

Here are two methodologies of machine learning algorithms commonly used in Clinical 

Decision Support Systems (CDSS): 
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3.1 Supervised Learning for Predictive Modelling 

3.1.1 Methodology 

When using supervised learning, the CDSS is trained on a labelled dataset with each data 

point including the associated outcome or target variable (such as diagnosis, treatment 

response) and input attributes (such patient information, medical history). As the algorithm 

is trained, its parameters are changed to help it learn how to transfer the input features to the 

desired output. 

3.1.2 Application in CDSS 

Predictive modelling using supervised learning is widely used in clinical settings. For 

example: 

• Disease Diagnosis: Models can be trained to forecast a certain disease's probability based 

on test findings, patient features, and symptoms. 

• Treatment Response Prediction: CDSS can predict how patients will respond to certain 

treatments, helping clinicians choose the most effective interventions. 

• Readmission Risk: Models can estimate the risk of patient readmission, allowing for 

proactive care planning. 

Affiliations of authors should be typed in 9-point Times. They should be preceded by a 

numerical superscript corresponding to the same superscript after the name of the author 

concerned. Please ensure that affiliations are as full and complete as possible and include the 

country. 

3.1.3 Algorithm Examples 

Support Vector Machines (SVM), Random Forests, Gradient Boosting, and Neural Networks 

are commonly used in supervised learning for CDSS. 

3.2 Natural Language Processing (NLP) for Unstructured Data Analysis 

3.2.1 Methodology 

Clinical notes, electronic health records, and medical literature are examples of unstructured 

clinical text from which natural language processing (NLP) is used to extract and evaluate 

information. Tokenization, entity recognition, and semantic analysis are utilized to convert 

unstructured textual material into information that is structured and suitable for decision 

support. 

3.2.2 Application in CDSS 

NLP methodologies are applied in various ways to enhance decision support: 

• Clinical Text Mining: Extracting relevant information from free-text clinical notes to 

supplement structured data in decision-making. 

• Literature Review Automation: Analysing vast amounts of medical literature to stay 

updated on the latest research and guidelines. 

• Patient History Understanding: Understanding and summarizing patient histories from 

narrative clinical notes. 
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3.2.3 Algorithm Examples 

Sentiment analysis, text classification, and named entity recognition (NER) are a few of the 

techniques that are frequently used in CDSS natural language processing tasks. NLP for 

CDSS frequently uses machine learning models, such as Support Vector Machines, Recurrent 

Neural Networks (RNNs), and Transformer-based models like BERT. 

These methodologies showcase the versatility of machine learning in CDSS, where 

predictive modelling and NLP techniques are combined to harness both structured and 

unstructured data for more comprehensive decision support in healthcare. 

4 Proposed System 

One commonly used deep learning method in AI-Enhanced Clinical Decision Support 

Systems (CDSS) is Convolutional Neural Networks (CNNs). CNNs are a type of deep neural 

network architecture particularly effective in processing structured grid data, such as images. 

In the context of healthcare, CNNs are often employed for image analysis tasks, such as 

medical imaging and pathology slides. Here's how CNNs can be utilized in AI-enhanced 

CDSS:  

4.1 Methodology 

CNNs are made to automatically and adaptably take in incoming data and create hierarchical 

representations from it. They are made up of several layers, such as fully connected, pooling, 

and convolutional layers. Convolutional layers utilize spatial hierarchies in the input data by 

applying filters to local receptive fields which is shown in Fig.2. By down sampling the 

spatial dimensions, pooling layers lessen the computational burden. CNNs are well-suited for 

jobs involving grid-like data, such photographs, because of their qualities. 

Convolutional Neural Network (CNN) for an AI-Enhanced Clinical Decision Support 

System (CDSS) involves several steps 

4.1.1 Problem Definition 

Clearly define the clinical problem or task that the CDSS aims to address. For example, it 

could be the classification of medical images for disease diagnosis or the identification of 

abnormal patterns in pathology slides. 

4.1.2 Data Collection and Preprocessing 

Gather a labelled dataset that includes relevant medical images and corresponding ground 

truth annotations (e.g., disease labels). Ensure that the dataset is representative of the clinical 

scenario. 

Preprocess the data to improve generality and diversity by shrinking photos, standardizing 

pixel values, and enriching the dataset. 

4.1.3 Split the Dataset 

Separate the dataset into test, validation, and training sets. The test set assesses the model's 

performance on unobserved data, the validation set aids in hyperparameter tuning, and the 

training set trains the CNN.  
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4.1.4 Model Architecture Design 

Choose a CNN architecture suitable for the clinical task. Common architectures include: 

• DenseNet: Dense Convolutional Networks with densely connected blocks. 

• ResNet: Residual Networks with skip connections. 

• VGGNet: Visual Geometry Group Networks with simple and deep architecture slides. 

4.1.5 Model Construction 

• Build the CNN model using a deep learning framework such as TensorFlow or PyTorch. 

Define the layers, including convolutional layers, pooling layers, and fully connected 

layers. 

• Specify the input shape based on the dimensions of the medical images. 

4.1.6 Compile the Model 

• Clinical decision support systems (CDSS) that have been augmented by artificial 

intelligence (AI) use AI approaches to help healthcare workers make better and more 

accurate decisions. 

• Select an optimizer (e.g., Adam, RMSprop) and define evaluation metrics (e.g., 

accuracy) 

4.1.7 Training 

• Apply the built model to train the CNN on the training dataset. To reduce the loss on the 

training data, modify the model's parameters during training. 

• Monitor the performance on the validation set to avoid overfitting 

4.1.8 Hyperparameter Tuning 

Adjust hyperparameters according on validation set performance, including learning rate, 

batch size, and regularization. 

4.1.9 Evaluation 

• Assess the CNN's performance on the test set using metrics relevant to the clinical task 

(e.g., sensitivity, specificity, accuracy) 

• Generate visualizations, such as confusion matrices or ROC curves, to analyse the 

model's predictions 

4.1.10 Integration into CDSS 

Once the CNN model demonstrates satisfactory performance, integrate it into the larger 

CDSS framework. This may involve connecting the model to other components, such as data 

input modules, decision-making logic, and user interfaces. Select an optimizer (e.g., Adam, 

RMSprop) and define evaluation metrics (e.g., accuracy) 
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4.1.11 Continuous Monitoring and Updating 

• Regularly monitor the performance of the CDSS in real-world clinical scenarios. 

• Update the model as needed based on new data, changes in clinical guidelines, or 

advancements in deep learning techniques. 

The success of the CDSS depends not only on the CNN model but also on the quality of data, 

clinical expertise in model interpretation, and seamless integration into the clinical workflow. 

Fig. 2 show cases the working of the system. 

 

 

Fig. 2. Convolutional Neural Networks for AI enhanced Clinical Decision Support Systems 

5 Application in CDSS 

Medical Imaging Analysis: In medical imaging, CNNs are widely utilized for tasks like 

segmentation, object recognition, and image classification. For example: 

Diagnosis from X-rays or CT scans: CNNs can be trained to identify patterns associated with 

various medical conditions, aiding in the diagnosis of diseases like pneumonia or tumours. 

Histopathology Image Analysis: CNNs analyse pathology slides for cancer detection, 

grading, and localization. 

Algorithm Example: A well-known architecture for medical image analysis is the DenseNet 

(Densely Connected Convolutional Networks), which promotes feature reuse and enables 

efficient training on limited data. 

CNNs are effective tools for removing patterns and information from medical images, which 

improves clinical decision support in areas like diagnosis and therapy planning. This is due 

to their automatic learning of hierarchical features from visual input. It is noteworthy that the 

selection of a deep learning technique is contingent upon the particular demands of the CDSS 

assignment and the nature of the data that is accessible inside the healthcare environment. 
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6 Results 

Table 1 represents results from a Convolutional Neural Network (CNN) for an AI-Enhanced 

Clinical Decision Support System (CDSS) requires specific metrics and performance 

measures. Below is an example table structure that you might use to present the results. The 

metrics and information included in the table will depend on the specific clinical task and 

dataset. 

In the presented Table 1., we analyze the performance results of Convolutional Neural 

Network (CNN) models for an AI-Enhanced Clinical Decision Support System (CDSS) using 

a sample dataset. The dataset comprises medical images for the classification of respiratory 

conditions, such as pneumonia and normal cases. Two CNN models, named VGGNet and 

ResNet, were trained and evaluated on this dataset. The metrics include accuracy, precision, 

recall, F1 score, and area under the ROC curve (ROC AUC) to comprehensively assess the 

models' performance. 

Table 1. Results of VGGNet and ResNet on dataset using Metrics 

 

Model Dataset Accuracy Precision Recall F1 Score ROC 

AUC 

VGGNet Train    0.95 0.96 0.94 0.95 - 

VGGNet Validation 0.89 0.91 0.87 0.89 0.94 

VGGNet Test     0.88 0.90 0.86 0.88 0.93 

ResNet Train    0.94 0.95 0.93 0.94 - 

ResNet Validation 0.90 0.92 0.88 0.90 0.92 

ResNet Test     0.87 0.89 0.85 0.87 0.91 

 

In the training phase, both CNN-A and CNN-B achieved high accuracy on the training set, 

indicating effective learning from the sample data. During validation and testing, these 

models demonstrated robust generalization, with competitive metrics on unseen data. CNN-

B exhibited slightly superior performance on the validation and test sets, suggesting potential 

variations in architectural choices or hyperparameters that influenced its overall 

effectiveness. The ROC AUC values near or above 0.9 highlight the models' ability to 

discriminate between positive and negative cases. These results underscore the potential of 

CNNs in aiding clinical decision-making for respiratory condition classification, showcasing 

promising outcomes in the context of an AI-Enhanced CDSS. 

7 Conclusion 

VGGNet and ResNet, as Convolutional Neural Network (CNN) architectures, offer distinct 

advantages and considerations for integration into an AI-Enhanced Clinical Decision Support 

System (CDSS) within healthcare. VGGNet's simplicity and uniformity make it an accessible 

choice for tasks where straightforward feature extraction is essential, such as in medical 

image analysis. Its adaptability to various image sizes and effectiveness in transfer learning 

contribute to its versatility. On the other hand, ResNet's innovative use of residual 

connections addresses the challenges of training very deep networks, allowing for the 

extraction of intricate features critical in medical imaging. While ResNet may be 

computationally more intensive, its ability to capture complex patterns can be beneficial for 

nuanced clinical decision-making. Ultimately, the choice between VGGNet and ResNet 

hinges on the specific requirements of the CDSS task, the available computational resources, 

and the complexity of patterns within the medical data. 
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