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Abstract- Plant diseases are mostly affecting leaves. In 

most of the cases, manual disease identification method 

fails to identify the disease correctly due to the similar 

symptoms of various diseases. People lack sufficient 

knowledge of plant diseases. The inability to detect the 

plant disease leads to crop production loss. Moreover, 

farmers have suffered significant losses as a result of a  

lack of sufficient understanding and direction to address 

the issue. This necessitates the need to develop a novel 

technology to detect the plant diseases. This study has 

attempted to develop an effective plant disease detection 

model using Convolutional Neural Networks (CNN). 

The proposed model has the ability to detect multiple 

diseases that occur in a single plant species. The results 

show the efficiency of the proposed model. 
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I.  INTRODUCTION 

 

Agriculture is the largest source of employment in India, 

particularly in rural regions. It also boosts the country's 

GDP. The main reason for lower crop output due to 

several leaf diseases is the farmer's inability to diagnose 

the plant diseases results in destroying hundreds of acres 

of crops every year. The agricultural sector is 

significantly impacted by various plant diseases. 

To combat the diseases, a lot of fertilizers and pesticides 

are introduced every day. As old as plants themselves, 

plant diseases and insect damage have been caused, and 

various methods for preventing them have had variable 

degrees of effectiveness. In terms of enabling protection 

against certain diseases and pests, modern biotechnology 

techniques offer higher degree of protection. The efficacy 

of plant breeding is enhanced by the employment of both 

genetically modified p lants and molecular mechanisms . 

Plant diseases could be treated by using a variety of 

techniques.  

Before apply ing fertilizers to a crop, we must first 

determine whatever disease is present in order to 

determine which fertilizers should be utilized. The 

majority of issues will be resolved if the disease is 

detected in a plant.  

 

This would make it easier for farmers to see plant diseases 

right where they are. They are no longer required to 

consult experts or scientists. The type of d isease in the 

plant could be determined by analyzing at a single leaf. 

To produce accurate findings, we have utilized a variety 

of machine learn ing methods. In conclusion, we also offer 

a quick t ip that aids in preventing and treating plant 

disease. 

 

II.  LITERATURE SURVEY 

 

 

 

According to [1], integrating machine learning and image 

processing methods, namely  Histogram of Oriented 

Gradient (HOG) for feature extract ion and Random Forest 

for classificat ion, may be used to identify whether a plant 

is healthy or sick. This study emphasizes that the 

developed approach can be particularly useful for farmers 

in rural areas who may not have easy access to 

agricultural experts. 

 

In [2], researchers use the deep convolutional neural 

network (CNN) models to identify and diagnose plant 

diseases from images of leaves. To lower the number of 

parameters and processing costs, the authors substituted 

ordinary convolution with depth-separable convolution. 

The models outperformed standard handcrafted feature-

based techniques in terms of classification accuracy for 

recognizing different plant illnesses. 

 

The paper [3] emphasizes the importance of identify ing 

and diagnosing plant diseases to improve food production 

worldwide. It demonstrates the use of deep learning 

models like InceptionV3, InceptionResnetV2, 

MobileNetV2, and EfficientNetB0 to detect plant diseases 

using images of healthy and diseased leaves. As 

compared to previous machine learning methodologies, 
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the models exhib ited excellent classification accuracy 

rates and needed less training time. 

 

Overall, these publications show the possibility of 

employing deep learn ing and machine learn ing 

approaches to reliably and effectively identify p lant 

diseases, which might have a huge influence on boosting 

food production and assisting farmers in rural regions. 

 

III. METHODOLOGY 

1. Convolutional Neural Network 

Step1: Convolutional operation 

The essential component of the proposed strategy is the 

convolution operation. At this phase, we'll look at feature 

detectors, which  serve as filters for the neural network. In  

addition, we will discuss feature maps, the parameter 

learning process for these maps, pattern recognition, the 

many detection layers, and the mapping of found patterns. 

 

 

Figure 1: Dataset 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Diseases  

      

 

Figure 3: Input Image and Feature Detector 

 

Figure 4: Convolutional Layer 
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Step (1b): ReLU Layer 

In the following phase, we will concentrate on the 

Rectified Linear Unit (ReLU), which is an essential 

component of the process. he usage of ReLU helps to 

prevent the exponential growth in the computation 

required to operate the neural network. We will look at  

ReLU layers and how linearity works within  the context  

of Convolutional Neural Networks. Although it is not 

required to understand CNNs, we may give a basic lesson 

to help you get started. 

 

Figure 5: Image Scanning 

Step 2: Conv2D 

The Keras Conv2D layer is responsible for 2D 

convolution. A tensor of outputs is produced by this layer 

after a convolution kernel it  generates is convolved with 

the input of the layer. For various image processing tasks 

including blurring, sharpening, embossing, edge 

recognition, and more, a kernel is a  convolution matrix or 

mask. The kernel is convolved with an image to achieve 

this. 

Step 3: Flattening 

This layer is responsible for processing the data from 

pooling to flattened layers . 

Step 4: Full Connection 

This layers performs the major p rocesses of 

Convolutional Neural Network. Here, the resultant 

"neurons" learn to identify the images. 

 

IV. ALGORITHMS 

Convolutional neural network (CNN): 

There are three layers that make up  the architecture of a 

Convolutional neural network: input, hidden, and output. 

concealed layers are any intermediate layers in a feed-

forward neural network that have their inputs and outputs 

concealed by the activation function and final 

convolution. 

 

Figure 6: CNN Architecture 

Artificial Neural Network (ANN): 

Artificial Neural Networks (ANN) was developed as a 

result of research into the structure and operation of 

human brain  networks. Similar to brain neurons, ANN is 

composed of layers of neurons. The feed-forward neural 

network is one common form of ANN. It contains three 

layers: an  output layer that provides the problem solution, 

an input layer fo r receiv ing external data to conduct 

pattern recognition, and a hidden layer that serves as a 

bridge between the other levels. Neurons in the input 

layer and output layer are connected by acyclic arcs. The 

ANN uses a training strategy that modifies the neuron 

weights based on the error rate between the desired and 

actual output to learn from the datasets. In most cases, the 

back propagation method is utilized as the training 

procedure in ANN. The diagram below depicts the overall 

structure of an ANN. 

 

Figure 7: ANN 
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ResNet50: 

The ResNet50 Convolutional Neural Network (CNN) has 

50 layers. Kaiming He, Xiangyu Zhang, Shaoqing Ren, 

and Jian Sun made and prepared it  in 2015, and the model 

presentation results might be found in their examination 

article named "Profound Remaining Learning fo r Picture 

Acknowledgment." Similar to VGG-19, this model has 

been trained on more than one million images from the 

Image Net collection and can identify up to one thousand 

items. Colored 224x224-pixel images served as training 

grounds for the network. ResNet50 is a large-scale model 

with accurate image recognition tasks in terms  of size and 

performance. 

 

Figure 8: ResNet 50 Architecture 

Finally, ResNet has significantly influenced how deep 

convolutional neural networks are trained for computer 

vision applications. ResNet50, a newer variant, uses 3-

layer bottleneck b locks to increase accuracy while 

reducing training time, whereas the original ResNet had 

34 layers and used 2-layer b locks. Keras, a popular deep 

learning API, has various pre-trained models, like 

ResNet50, that are easily availab le for testing. Creating a 

ResNet model for image classification in Keras is simple 

and can be completed in a few simple steps . 

Figure 9: SVM 

 

 

Support vector machine (SVM): 

Despite the fact that the Support Vector Machines (SVM) 

may be used for handling both classification and 

regression problems and processing a wide range of 

continuous and categorical data, they are typically  

categorized as a classification approach. In a 

multid imensional space, SVM produces a hyperplane to 

distinguish between multip le classes. In order to reduce 

error, it builds ideal hyperplanes repeatedly. Finding the 

Maximum Marg inal Hyperplane (MMH) d ivides the 

dataset into distinct groups. 

Support Vectors 

In Support Vector Machine (SVM), the support vectors 

are the particular data points that are closest to the 

Hyperplane. The Hyperplane may be defined more 

precisely by employing the support vectors to calculate 

margins, resulting in a strong classifier. As a result, the 

support vectors are critical in the development of the 

SVM classifier. 

Hyperplane 

A hyperplane is a plane that is used to divide a collection 

of objects into those that belong to distinct classes . 

Margin 

The margin is the distance between the two lines drawn 

closest to them. The nearest points or support vectors 

closest to the line are measured and the perpendicular 

distance between them is calcu lated. A great margin is the 

one with a larger spread, whereas a bad margin is the one 

with a lower spread. 

The basic goal is to split the provided dataset precisely. 

Hence, SVM selects the Hyperplane with the best edge 

between the support vectors in the dataset. To select the 

Hyperplane with the greatest margin, the fo llowing steps 

should be performed: 

Build a Hyperplane that divides the classes properly. 

Three Hyperplanes are depicted on the left-hand side 

image: black, blue, and orange. The black one 

successfully div ides the two classes, whereas the blue and 

orange ones have more classification errors. 

As indicated in the right-hand image, choose the 

hyperplane with the maximum segregation from the 

closest data points. 
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Figure 10: Kernel 

 

SVM Kernels 

In reality, a kernel is often used to implement the SVM 

approach. The kernel is responsible for transforming the 

input data into the required format. The kernel method is 

a SVM approach that transforms a low-d imensional input 

feature into a higher-dimensional feature. This strategy is 

very beneficial for handling nonlinear separation issues 

and emerges as a more accurate classifier. 

The ability of SVM to handle classification and regression 

issues is its primary advantage. In order to divide or 

classify any two classes, it does this by building a 

decision boundary or Hyper plane between them. SVM is 

also used for performing object identification and image 

classification. 

Polynomial Kernel: The polynomial kernel is an 

extension of the linear kernel that can recognize curved or 

non-linear input spaces. 

 

 

 

 

 

 

 

 

 

V. PROCEDURE OF USAGE 

 

 

 

Figure 11: Home 

 

Figure 12: About 

About: Distinguishing between various diseases and the 

healthy state of leaves 

  

Figure 13: Image Uploading 

Image upload: Select the test image from your file system 
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Figure 14: Model choosing 

Model choosing: Choose one out of the 4 available 

models.  

VI. RESULTS AND ANALYSIS 

 

 

Figure 15: Classified output 

Classified output: 

The uploaded image is labelled Corn_(maize)___healthy. 

 

Figure 16: Classified output 

Figure 17:  CNN 

 

 

The uploaded image is labelled Potato___Early_blight. 

 

 

Figure 18: ANN 

The Support Vector Machine (SVM ) model was the most 

accurate with  a score of 0.965. This shows that, SVM is 

good at identifying and detecting plant diseases from leaf 

images [1]. SVM is a machine learning technique that is 

well-known for its ability to process high-dimensional 

input image. It operates by locating a hyper plane that 

divides the classes in the feature space. 

 

Figure 19: SVM 

The Convolutional Neural Network (CNN) algorithm 

achieved an accuracy of 0.8929. CNNs have been widely  

used for performing image classification tasks and have 

outperformed tradit ional feature-based approaches [2]. 

The CNN architecture consists of convolutional layers, 

pooling layers, and fully connected layers to 

automatically identify different characteristics from input 

images.  

 

The ResNet50 algorithm attained a high accuracy of 

0.92344. ResNet is a deep neural network arch itecture 

created to address the issue of gradients in deep neural 

networks. It uses residual networks to achieve an  

improved information flow and more efficient training. 

ResNet has been demonstrated to deliver cutting-edge 

performance on a variety of image classification tasks [3]. 
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Figure 20: ResNet50 

The accuracy of the Art ificial Neural Network (ANN) 

technique was 0.0919. This is not unexpected given that 

ANN is a very basic neural network design that is 

unsuitable for image classificat ion applications. ANN is 

generally made up of three layers: an input layer, one or 

more h idden layers, and an output layer. It is frequently 

used for basic classification challenges with low-

dimensional input characteristics . 

 

Figure 21: Accuracy 

 

VII. CONCLUSION & FUTURE SCOPE 

Using machine learning approaches, the proposed model 

has effectively identified the p lant diseases. Further the 

obtained images are classified  by using 11 distinct types 

of plant d iseases as our training data. Additionally, our 

approach can identify healthy p lants. We trained using a 

variety of models, including CNN, ANN, SVC, and 

ResNet50, on a sizab le dataset from the Kaggle database. 

The scope of this study might be expanded to include the 

detection of plant diseases. This can be further developed 

to offer recommendations for detecting and analyzing 

various diseases based on the soil type. This research 

work can be expanded to identify more plant diseases . 
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